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Abstract: The number of passengers on the KRL Commuter Line, an electric train service in the Jabodetabek re-

gion, shows a significant upward trend. This trend poses challenges for the Indonesian Railway Company, including 

passenger congestion and customer inconvenience. The increase in the number of KRL Commuter Line users along 

the Jabodetabek route is quite significant in line with development in areas that are becoming agglomeration cities. 

Therefore, accurate number of train passenger demand estimation is very important for Indonesia Railway Company 

(PT. KAI) policy making. This study proposes a neural network model to efficiently, precisely and validly estimate 

number of train passenger demand in Jabodetabek. This model has five independent variables, such as GRDP (Gross 

Regional Domestic Product), Average length of schooling, life expectancy, population and regional Human Devel-

opment Index. Data obtained from Central Bureau of Statistics of Indonesia and PT. KAI. The number of train pas-

senger demand estimation is using a pessimistic, realistic and optimistic scenario that estimates of the number of 

passenger KRL Commuter Line  in the next 10 years using artificial neural networks shows that the number of KRL 

Commuter Line passenger demand continues to have upward trend, both in pessimistic, realistic and optimistic sce-

narios which has been influenced by development conditions in the Jabodetabek area as an agglomeration city. 
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1. INTRODUCTION 

 Jakarta is one of the metropolitan cities that since 1999, 
has been expanded into an agglomeration city which is then 
known as the Jabodetabek area. This area consists of Bogor 
Regency and City, Tangerang Regency and City, Depok Re-
gency and City and Bekasi Regency and City. The expansion 
of the city of Jakarta is due to the problems in the city of 
Jakarta which are always related, especially to transportation 
problems. Transportation problems in the Jabodetabek area 
occur due to increased economic growth, thus triggering 
increased movement or mobility of activities. The high rate 
of movement will certainly also increase the need for trans-
portation and the use of private vehicles, so that a series of 
urban transportation problems arise, one of which is conges-
tion. Therefore, to overcome urban transportation problems, 
strategies and policies are needed to direct people's choices 
to use environmentally friendly mass transportation facili-
ties. One of the environmentally friendly mass transportation 
in the Jakarta metropolitan area is the Commuter Line Elec-
tric Rail Train (KRL). The Jabodetabek Commuter Line is 
one of the mass transportation modes that is expected to be 
the backbone of future mobility that is always the mainstay 
of urban workers to travel during working days in the Jakarta 
metropolitan area (Rachmadina et al., 2023). The large num-
ber of Jabodetabek Commuter Line passengers have upward 
trend except in 2021 and 2022 there was a very sharp decline  
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due to the Covid-19 pandemic, which resulted in KRL 
Commuter Line passengers switching to other vehicles. 

 As can be seen in the table above, the economy growth of 
the Jabodetabek area studied has experienced an increase, 
marked by Gross Domestic Regional Product which contin-
ues to increase, as well as the number of passengers in 
Jabodetabek which continues to increase except in 2020, 
2021 and 2022, it declines from the previous year due to the 
Covid-19 pandemic. 

 When everything is okay, the large number of 
Jabodetabek Commuter Line passengers have upward trend 
and this will cause problems that must be faced by PT KAI, 
such as the accumulation of passengers at several stations 
throughout the Jabodetabek area, passenger discomfort due 
to crowding etc. The increase in the number of KRL Com-
muter Line users along the Jabodetabek route is quite signifi-
cant along with the development in areas that have become 
agglomeration cities. As is known, train passengers are one 
of the sources of cash flow besides advertising and other 
income that have an impact on the financial sustainability of 
railway companies (Hu et al., 2022).  

 Therefore, predictions and analysis of the number of 
KRL Commuter Line passengers at each station in the 
Jabodetabek area are needed to help PT KAI anticipate pas-
senger needs so that they remain comfortable, safe, and on 
time. 

 So, the identification and analysis of numbers trains pas-
sengers and the creation of train operational policy options 
are necessary. The forecasting of train passegers demand is a 
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key policy tool used by Indonesia Railway company policy 
making. Overestimating train passengers demand can lead to 
resource redundancy, whereas underestimating train passen-
gers demand can lead to the increase number of passengers 
not being anticipated properly so it can make passenger un-
convenient and discomfort. 

 So, an important factor for PT. KAI passenger service 
policy is an accurate assessment of future passengers needs. 
The purpose of this research is to present a realistic and ac-
curate model in estimating the number of KRL Commuter 
Line passenger demand by using soft computing techniques, 
be called artificial intelligence. The artificial intelligence 
methodis the best method today to make estimates and pre-
dict the future ahead because it provides several advantages, 
such as nonlinear mapping capabilities, more accurate fore-
casting capabilities, and the ability to handle noise data (Sa-
trio et al, 2022). Using the ANN model, it produces accurate 
precision and very small errors when compared to other 
forecasting methods (Gallo et al., 2019; Lin et al., 2020; 
Vasconcelos et al., 2021; Satrio et al., 2022). 

 Artificial Intelligent methods that are often used and are 
among the best in forecasting are Artificial Neural Networks. 
Research on forecasting the number of train passenger de-
mand using artificial neural networks based on economic 
regional development has never been carried out in Indone-
sia.  

 This research focuses on forecasting the number of train 
passenger demand, based on demographic and socio-
economic indicators. The model is created using GRDP 
(Gross Regional Domestic Product), Average Length of 
Schooling, Life Expectancy (AHH), Population and Region-
al Human Development Index. Three different scenarios are 
used to estimate the value of future KRL Commuter Line 
Passenger demand. 

 In this model use the term ceteris paribus to signify that 
all the relevant variables, except those being studied at that 
moment, are held constant (Mankiw, 2008). 

2. LITERATURE REVIEW 

 Several studies on predicting the number of train passen-
gers have been widely conducted using computational intel-

ligence-based algorithm models, namely Artificial Neural 
Network (ANN). Ma et al. (2019) predicted the number of 
metro train passengers based on ANN with a Convolutional 
Neural Network (CNN) model using Long Short Term 
Memory Network (LSTM) to extract spatial and temporal 
features. Gallo et al. (2019) proposed the use of ANN to 
predict metro passenger flow as a function of the number of 
passengers whose access is controlled by station turnstiles. 
Zhang et al. (2020) studied the application of ANN with the 
Back Propagation (BP) model in predicting train passenger 
flow. Liu et al. (2019) proposed ANN with the Recurrent 
Neural Networks (RNN) model using LSTM and end-to-end 
Neural Network to estimate metro passenger in/outflow and 
optimize schedules. Huang et al. (2020) predicted passenger 
flow using ANN Recurrent Neural Networks (RNN) method 
using LSTM, Gated Recurrent Unit (GRU) and Wavelet 
Transform to solve urban railway operation problems. Jing & 
Yin (2020) predicted the number of passengers entering a 
train station at different time intervals using ANN to provide 
station security guarantees, resource allocation and personnel 
placement. Zhang et al. (2020) predicted passenger flow of 
train stations based on ANN using LSTM Network and Mul-
ti-Source-Data to control the passenger transportation situa-
tion. Yang et al. (2020) predicted passenger flow in and out 
of metro stations based on ANN using end-to-end Neural 
Network Deep Passenger Flow to describe the characteristics 
of metro stations with all available information at each sta-
tion. Lin et al. (2020) predicted metro passenger flow based 
on the relationship between land use and metro stations with 
ANN using LSTM. Amalia & Putri (2020) predicted the 
number of train passengers in Indonesia based on ANN with 
Back Propagation (BP) and using SARIMA models. 
Vasconcelos et al. (2021) predicted the demand for train 
passengers for the economic and financial feasibility study of 
a passenger train project based on ANN. Pontoh et al. (2021) 
predicted the number of train passengers with high accuracy 
for improving railway management based on ANN with a 
Machine Learning model for feed-forward systems and using 
the Facebook Prophet Model. El Maazouzi et al. (2022) pre-
dicted the flow of train passengers based on ANN with a 
Recurrent Neural Networks (RNN) model using (LSTM) and 
ARIMA Models. Nar & Arslankaya (2022) estimated the 
flow of train passengers to determine the train arrival head-
way to minimize passenger waiting time at the station based 

Table 1. GRDP and The number of passenger in KRL Commuter Line. 
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on ANN with a Machine Learning (ML) model. Wu et al. 
(2023) increased the number of passengers using the MRT 
based on ANN with a Recurrent Neural Networks (RNN) 
model using multiple-attention deep neural networks. 
Meanwhile, many researchers use time series forecasting 
modeling with the Double Exponential Smoothing Holt 
method. Shukor et al. (2021) compared the Double Exponen-
tial Smoothing, Holt’s Linear Trend and Random Walk 
methods to obtain the best forecast of gold, silver, crude oil 
and platinum stock market prices. Aminudin & Putra (2019) 
predicted the Poverty Line, to help the government obtain 
accurate and fast information using the Double Exponential 
Smoothing Holt method. 

3. METHOD, DATA AND ANALYSIS 

3.1. Types and Sources of Data 

 This study uses secondary data sourced from the Indone-
sian Central Statistics Agency (BPS) and PT. KAI, including 
socioeconomic indicators relevant to forecasting KRL 
Commuter Line demand. An Artificial Neural Network 
(ANN) model, specifically the Multi-Layer Perceptron 
(MLP), was chosen for its ability to handle complex, nonlin-
ear data patterns. The data used are KRL Commuter Line 
passenger demand Data, Indonesian Regional Economic 
Development Data (GRDP (Gross Regional Domestic Prod-
uct), Average Length of Schooling, Life Expectancy, and 
Regional Human Development Index), Indonesian Demo-
graphic Data (Regional Population) in the last 10 years (from 
2014 to 2023). 

 In macroeconomics, emphasis was on the idea that eco-
nomic activity could be explained by a set of relationship 
between economic variables (Spencer, 1993), as well as train 
passengers demand forecasting which can be calculated with 
several variables that influence it. 

3.2. Train Passengers Demand Prediction Method 

 In this study to predict the train passenger demand in 
Indonesia, the model used is the Artificial Neural Network 
Model. Train Passenger demand is predicted for the next 10 
years. That is until 2033.  Prediction of the train passenger 
demand in this study is carried out based on the value of 
forecasting six categories (GRDP (Gross Regional Domestic 
Product), Average Length of Schooling, Life Expectancy, 
and Regional Human Development Index), Regional Popula-
tion and The Number of Train Passenger). 

 GRDP (Gross Regional Domestic Product), Average 
Length of Schooling, Life Expectancy, and Regional Human 
Development Index), Regional Population were collected 
from Indonesian Central Statistics Agency (BPS) and the 
number passenger of KRL Commuter Line were collected 
from Indonesian Railway Company (KAI), Five independent 
variables (GDRP(Gross Regional Domestic Product), Aver-
age Length of Schooling, Life Expectancy, and Regional 
Human Development Index) and dependent variable (Train 
Passenger Demand) are reffering to precedent researches 
from (Satrio et al., 2022). Before predicting Train Passenger 
Demand, it is necessary to predict the independent variables 
in advance. 

 The forecasting method that will be used to predict the 
independent variable (x variable) in this study is the Double 
Exponential Smoothing Holt. The Double Exponential 
Smoothing Holt method is a forecasting approach used for 
data with trend patterns. The Double Exponential Smoothing 
Holt method is part of the data that is based on time series 
analysis (Aminudin & Putra, 2019).  

 Forecasting in this method is obtained using two parame-
ters, namely the alpha value (α) as a parameter in smoothing 
the level or average of the data, while the second parameter, 
the beta value (β) is a parameter for smoothing trends 
(Aminudin & Putra, 2019; Shukor et al ., 2021). These alpha 
and beta values are to determine the best parameter values. 
The alpha and beta values are obtained from trial and error 
until the optimum alpha and beta values are obtained (0≤ α, β 
≤1). This model was developed by Charles Holt and Peter 
Winter's (1958) with the following forecasting model: 

 Smoothing level with 0 ≤ α ≤ 1 

))(1( 11   tttt bSXS  

 Smoothing trend with 0 ≤ β ≤ 1 

11 )1)((   tttt bSSb   

 Forecasting mean value: 

mbSF ttmt   

 Description: Ft+m = Forecast period m St = Smoothing 
value α = Smoothing weight (constant) for original data 
(0<α<1) m = Future period (many forecasts after t) Xt = Ac-
tual value of period t bt = Smoothing value β = Smoothing 
constant for trend data (0<β<1) The Double Exponential 
Smoothing Holt method is carried out with three forecasting 
scenarios, namely pessimistic (Forecasting Lower), Optimis-
tic (Forecasting High), and middle value forecasting. The 
forecasting value of the pessimistic scenario is always small-
er than the forecasting result of the middle value. While the 
forecasting value of the optimistic scenario is always greater 
than the forecasting result of the middle value. 
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 Description,  

F = Forecasting Result,  

Z = Z value  

S = Standard deviation 

 To ensure the reliability of forecasting from the Double 
Exponential Smoothing Holt method, one of the forecasting 
accuracy methods is used, namely Mean Square Error 
(MSE). MSE is one of the residual or error-based methods 
that can be used to select the best model (Omotola, Olafioye  
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et al., 2023; Yuniati & Sugandha, 2021). Model feasibility 
with MSE uses the formula : 

 

 Description:  

At = actual value  

Ft = estimated value  

n = number of observations  

t = observation period 

 The forecasting method used to predict the dependent 
variable (y variable) in this study is the ANN (Artificial Neu-
ral Network) method. After GRDP (Gross Regional Domes-
tic Product), Average Length of Schooling, Life Expectancy, 
and Regional Human Development Index), Regional Popula-
tion have been predicted for the next 10 years respectively. 
so that this data can be used as predictor data to predict KRL 
Commuter Line Demand. The KRL Commuter Line passen-
ger demand data used is KRL Commuter Line passenger data 
with an annual period from 2014 to 2023. 

3.3. Artificial Neural Network 

 The model used in this study to predict the total The KRL 
Commuter Line passenger demand in Indonesia is the Artifi-
cial Neural Network Model. The ANN method is a form of 
artificial intelligence and represents an imitation of the neu-
ral network in the human brain that has the ability to learn 
from existing data to solve complex problems (Graupe, 
2007). These artificial nerves are connected in a model simi-
lar to the brain nerve network (Rahma, 2019). The ANN 
model is inspired by the ability of the human brain, which 
has extraordinary capacities and capabilities in analyzing 
incomplete, unclear or obscure information, and can make 
decisions or judgments about it (Satrio et al, 2022). An ANN 
model generally consists of three layers, that is the input 
layer, hidden layer and output layer (Kukreja et al., 2016). 
This multi-layer model is called the Multi Layer Perceptron 
(MLP). The ANN model used in this study is the Multi Lay-
er Perceptron (MLP) and the training process used is super-
vised training.  

 

Fig. (1). ANN Multilayer Structure. 

3.4. Research Location 

 The KRL Commuter Line is a rail-based mass transporta-
tion mode within the city that serves trips to the Jabodetabek 
area which is divided into five lines and one local route, with 
more than 82 stations connecting the Jakarta area and its 
surroundings. The routes and routes include: KRL crossing 
Bogor, KRL crossing Cikarang, KRL crossing Rangkasbi-
tung, KRL crossing Tangerang, KRL crossing Tanjung Pri-
ok, and the local KRL route to Merak. The Jabodetabek track 
and route map is presented in the following image. 

 

Fig. (2). Jabodetabek Track and Route Map for KRL Commuter 

Line. 

4. RESULT AND DISCUSSION 

4.1. Forecasting of Independent Variable 

 To create an estimation model for number of  KRL 
Commuterline in Indonesia, The Double Exponential 
Smoothing Holt method works to smooth trends in data from 
economic growth parameters in the Jabodetabek area, that is  
GRDP, Average Years of Schooling, Life Expectancy, Popu-
lation and Human Development Index. The initial step in 
predicting using this method is to plot the data to produce a 
Time Series Plot graph for the period 2010-2023, as input 
data for forecasting. After going through the steps of the 
forecasting flow using the Double Exponential Smoothing 
Holt method, the alpha value parameter (α) is obtained as a 
parameter in the smoothing level, the beta value (β) as a pa-
rameter for smoothing trends, and the Forecasting value of 
the middle value. In addition to the forecasting of the middle 
value, this method also obtains three scenarios, that is pessi-
mistic forecasting (Forecasting Lower), realistic forecasting 
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and optimistic forecasting (Forecasting High) for the period 
2024-2033. Based on the simulation results of this method, 
from the scenario graph against the economic growth param-
eters of the Jabodetabek region, the data pattern on average 
shows an increasing trend. Therefore, the results of the fore-
cast if predicted in the next 10 years also tend to increase. 
The results of the forecasting simulation using this model are 
shown in the forecast graph for the Central Jakarta which 
represents all areas studied. 

 

Fig. (3). Forecasting GRDP. 

 

Fig. (4). Forecasting Average Years of Schooling. 

 

Fig. (5). Forecasting Life Expentancy. 

 

Fig. (6). Forecasting Population. 

 

 

Fig. (7). Forecasting Human Development Index. 

 Based on the simulation results of this method, from the 
scenario graph of the economic growth parameters of the 
Jabodetabek area, the data pattern on average shows an in-
creasing trend. Therefore, if the results of the experience are 
predicted in the next 10 years, they will also tend to increase. 

4.2. Forecasting Y variable using Artificial Neural Net-
work (ANN) Model 

 The ANN model used in this study is Multi Layer Per-
ceptron (MLP) and the training process used is supervised 
training. Using the MLP model, because the Input Layer 
includes five (5) nodes, namely: Life Expectancy (X1), Pop-
ulation (X2), PDRB (X3), Average Length of Schooling 
(X4), and Human Development Index (X5). While the Out-
put Layer (Y Variable) is the total number of passengers 
predicted for the next 10 years, that is from 2024 to 2033. in 
this article there are a station whose train passengers are pre-
dicted for the next 10 years from 2024 - 2033, this station are 
a representation of the 82 stations, 17 regions and 5 Province 
studied in this article.  

4.2.1. Bekasi Station (representing stations in West Java 
Province) 

 In the Bekasi Station Forecasting there are RSquare = 
98,68 % and the ANN model with 5 Hidden Nodes has very 
small error that is 0.0043734. In addition, the number of 
nodes 5 in the hidden layer has a very high R-SQUARE of 
0.9868 or 98.68%. In other words, the ANN model is able to 
explain the diversity of the Number of Passengers by 98.68 
%. So the ANN model that will be used for forecasting the 
Number of Passengers is a model with a hidden layer with 5 
nodes. The ANN model with 5 hidden nodes can be seen in 
the following Figures. 

 From the graph at Bekasi Station, it can be seen that the 
number of train passengers is The graph is wavy even though 
the trend is increasing, this is due to  the actual graph is also 
wavy due to the Covid-19 pandemic, but the trend is increas-
ing due to the increase in regional development variables 
which have also increased from year to year in Central Jakar-
ta.  In 2019-2021 the Commuter Line experienced a decrease 
in the number of passengers due to the Covid-19 pandemic, 
after that the number of passengers increased significantly 
which caused the forecast for the number of passengers at 
Bekasi Station trend also increase. This also happened in 
Bogor, Depok, Tangerang, Gondangdia stations, which rep-
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resent all stations in Jabodetabek and the three provinces 
studied. 

 

Fig. (8). ANN forecasting of the number of passengers on the 

Bekasi Station Commuter Line. 

 

Fig. (9). Forecasting Graph of Bekasi Station with ANN. 

CONCLUSION  

 Based on the results discussed in this paper, the forecast 
of the number of passengers at each station in Jabodetabek 
for the next 10 years has increasing trend each year (the 
forecast of the number of passengers at each station in 
Jabodetabek is attached) due to regional development repre-
sented by regional development parameters (PDRB, AHH, 
IPM, Length of Schooling and Population) which also in-
creased in the forecast for the next 10 years. To address this, 
PT KAI should consider expanding train capacities, optimiz-
ing schedules, and exploring new route options. Implementa-
tion of these recommendations could improve passenger 
convenience and operational efficiency. 
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