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Abstract: The objective of this paper is to study the oil price forecasting using parsimonious models that provide the 

best possible match using the fewest variables or parameters and to compare the performance of our hybrid forecast-

ing models, namely Artificial Neural Network (ANN)-Long Short-Term Memory (LSTM), Convolutional Neural 

Network (CNN)-LSTM, Bidirectional Recurrent Neural Network (BRNN)-LSTM, and LSTM-Attention, in predict-

ing the daily oil price. This study uses time series data of crude oil price. The data was preprocessed and divided into 

training and testing sets. The four hybrid models were developed and trained on the training set. The performance of 

the models is evaluated by using three metrics: Mean Squared Error (MSE), Mean Absolute Error (MAE), and Mean 

Absolute Percentage Error (MAPE). The results show that the LSTM-Attention model outperforms the other models 

in terms of all three-evaluation metrics, with the lowest error rate. Nevertheless, this approach produces smaller pre-

dicting errors than the other computing techniques. 
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1. INTRODUCTION 

Crude oil is a critical commodity in the global economy, 
with the International Energy Agency (IEA) stating that it 
makes up more than 31 percent of the world’s primary ener-
gy and that it is primarily used in transportation, generating 
electricity and heating. Being a vital component of industry, 
crude oil is often referred to as the lifeblood of the economy. 
It plays a significant role in the world economic market. Be-
ing an essential energy generator, it is used for a wide range 
of purposes such as transportation. It is refined to produce 
gasoline, diesel, and aviation fuel that powers cars, trucks, 
ships, buses, airplanes and other vehicles. It is also used in 
industry for the production of plastics, chemicals and cos-
metics. It is used even in the medical sector to make antibiot-
ics and hormone treatments. Thus, the price of oil is a key 
element in the world of economy as it affects the cost of dif-
ferent services around the world. The price of oil can fluctu-
ate rapidly due to a range of factors including changes in 
global demand, political instability, natural disasters and the 
actions of major oil producers. Forecasting the daily crude 
oil price is difficult to undertake due to the volatile nature of 
the oil market and the varied factors that can affect the price 
of oil. 

Being significantly important, the price of crude oil with its 
fluctuation plays a major role in the world-wide economy 
impacting political activities around the world. For this rea-
son, the oil price volatility has always been an important  
 

*Address correspondence to this author at the Institute of High Commercial 

Studies (IHEC) of Sousse, LaREMFiQ, B.P. 40, 4054 Sousse, Tunisia;  

E-mail: heniboubaker@gmail.com 

issue to discuss and a major topic for many studies and anal-
yses carried out by economists, analysts and policymakers 
around the world. It has been a crucial topic for research and 
understanding. As a result of its fluctuation, forecasting the 
oil price is a hard and challenging task to be done because it 
is influenced by a wide range of factors such as the oil de-
mand and supply, the geopolitical tensions and the macro 
economy. The natural disasters and the political instability 
also come into play. In fact, the production and supply of oil 
are controlled by some major countries including Russia, 
USA, Saudi Arabia and Iran. These nations play a major role 
in affecting the international price of oil via their production 
decisions and governmental policies. 

Throughout the years, the oil market has witnessed a huge 
volatility and unpredictability due to various factors that in-
fluenced the price and the worldwide economy. In addition, 
the oil market has faced several crises across the timeline of 
history. The most remarkable one is the 1973 oil crisis which 
compelled the members of OAPEC to impose an oil embar-
go on the nations who supported Israel. The thing which 
engendered a severe oil shortage impacting the global econ-
omy by the surge in the prices of oil. 

The second important crisis occurred in 1979. It was caused 
by the Iranian revolution, the Iran-Iraq conflict and The So-
viet Afghan War. Later, the world witnessed a third crisis 
known as the Gulf War. This began in 1990 when Iraq in-
vaded Kuwait which caused a geopolitical tension and a lot 
of environmental damage. Indeed, the gulf war initiated an 
extended period of insecurity and instability in the Middle 
East. Then, in 2014, there was an oversupply of oil on the 
worldwide market and the international economy was mov-
ing slowly which caused a steep decrease in oil prices. 
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Added to all those crises, we can not forget to mention the 
Corona virus crisis in 2019. And since then, the pandemic 
has continued to affect our daily life. COVID-19 caused so 
much damage touching different sectors such as the energy 
sector and impacted the oil industry. Initially, it produced a 
significant downturn in demand due to the decrease in global 
oil demand. Secondly, it resulted in a supply shock due to an 
oil trade war between the oil-producing countries. 

All those events had heavy economic and geopolitical con-
sequences and resulted in extremely volatile oil prices. In-
deed, fluctuations in the price of crude oil can be extreme 
and sudden caused by many factors including demand and 
supply rates, natural disasters, geopolitical conflicts and 
changes in government policies. Many studies in the litera-
ture make reference to Hamilton’s work on oil price volatili-
ty. Oil price volatility is a well-known phenomenon in the 
energy market. These changes in oil price depend on the 
interaction between oil demand and oil supply, which are as 
well directly or indirectly impacted by economic conjecture 
and geopolitical tension (Hamilton (1983)). Therefore, the 
price of crude oil can be extremely uncertain which makes it 
difficult to predict and manage risk in the oil market due to 
this challenging nature. 

During the last two decades, the worldwide petroleum mar-
ket has encountered substantial instability due to the fluctua-
tions in oil prices and many other factors. In the early 2000s, 
oil prices were quite stable but they began to increase signif-
icantly in 2004 as a result of high demand from big nations 
like India and China. By the year 2008, prices had reached a 
peak of over 100 dollars per barrel. Then, by the end of the 
year, the prices witnessed a decrease because of the global 
financial crisis. 

However, between 2009 and 2014, oil prices regained some 
ground in the years after the financial crisis. But they re-
mained volatile. In late 2014, prices began to decrease owing 
to many factors such as a spike in oil production in the Unit-
ed States and a demand growth that didn’t meet the expecta-
tions. The prices experienced a decline of over 100 dollars 
per barrel in mid-2014 to around 30 dollars per barrel in ear-
ly 2016. In the beginning of 2016, in an attempt to boost oil 
prices, OPEC and other important oil-producing nations co-
operated to reduce oil production levels. Their measures 
proved fruitful and the oil prices climbed up to 80 dollars per 
barrel. 

Nonetheless, in 2019, due to the Corona virus crisis, a global 
economic downturn and a marked decrease in the demand 
for oil made oil prices fall sharply in the beginning of 2020. 
According to Albulescu (2020), there is evidence that re-
marks concerning the wide spread of Corona virus played a 
role in the fluctuation of oil prices. Oil prices might have 
recovered in 2021 but supply and demand imbalances re-
mained noticeable in the market along with persistent geopo-
litical tensions and uncertainties. In general, the crude oil 
market has been defined by major fluctuations and unpre-
dictability for the past 20 years. That’s why forecasting the 
daily oil price is a tough task to accomplish due to this vola-
tility.  

Overall, the importance of oil price forecasts stems from the 
fact that they are essential not only for stake-holders, such as 

oil-intensive industries, investors, financial corporations and 
risk managers, but also for regulators and central banks, in 
order to measure financial and economic stability (Elder and 
Serletis (2010)). Actually, oil price prediction has become a 
critical and severe issue in the area of forecasting research 
despite the various approaches and techniques that can be 
used to predict daily oil price. Each possibility has its pros 
and cons. For example, one known approach which uses the 
parsimonious model for forecasting oil prices is the Auto 
Regressive Integrated Moving Average (ARIMA) model. 
Another approach is to use machine learning algorithms to 
estimate the oil price such as Random Forests, Neural Net-
works and Support Vector Machine. There are other algo-
rithms used like Artificial Neural Networks (ANNs), Support 
Vector Regression (SVR), Random Forests (RF), Gradient 
Boosting (GB), Random Walk (RW), Error Correction Mod-
els (ECM). Additionally, other approaches can be mentioned 
as Fundamental Analysis or Sentiment Analysis. There is 
also the Hybrid Model for forecasting oil prices. This inte-
grates two or more different approaches to enhance future oil 
prices. The purpose of the Hybrid Model is to capitalize the 
strengths of each model and offset the weaknesses in order to 
produce more reliable and precise predictions. There is a 
range of possible combinations including Combine Tradi-
tional Statistical and Econometric Techniques with machine 
learning techniques or Combine Wavelet Transform and 
Support Vector machines. Using the Hybrid Model in fore-
casting crude oil prices improves the reliability of the predic-
tions so that investors and analysts make more knowledgea-
ble choices about when to invest in or divest from oil future 
or stocks. 

The following sections of this research paper are organized 
in the subsequent manner. Section 2 reviews the literature. 
Section 3 explains some mathematical methods. Section 4 
and 5 are for data analysis. Section 6 is for analyzing final 
results. Finally, section 7 is for concluding the paper.  

2. REVIEW OF THE LITERATURE 

The significant impact of oil price forecasting on various 
economic sectors and markets significantly drew the atten-
tion of scholars and policymakers. That’s why over the past 
few years, several papers on predicting oil prices have been 
released. One of the first investigations in this field of re-
search was performed by Professor Jack Knetsch in (2007) in 
which he used a statistical method of forecasting oil prices. 
His method has shown a combination of two approaches: the 
time-series models and statistical modeling. The Knetsch 
method uses the advantages of each approach to make a 
closer prediction. Moreover, the author found that the effi-
cient forecasting models should be done in limited time 
(from one to eleven months). 

Besides the time-series analysis and econometric modeling 
performed by Francesco Coppola (2008), he also uses the 
Vector Error Correction Models (VECM) as a forecasting 
approach. VECM is a type of time-series model based on 
collected data from the future markets. This method is used 
particularly for the mid-range and long-range forecasts. 
Withal, Liao and Wong (2010) focused on a kind of machine 
learning algorithm for oil forecasting research called Neural 
Network model. In their study they suggested extracting dai-
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ly crude oil price from the two major global markets of oil: 
The Brent and WTI from the late 1990s to the late 2000s. 
According to them, this approach is useful especially during 
periods of extreme fluctuations. Moreover, Alquist and 
Kilian (2010) utilized a structural VAR model to examine 
the predictive value of crude oil future prices for futures spot 
prices. In order to confirm the reliability of their forecasts, 
they compared them to other approaches such as the Random 
Walk and Survey-based models. Based on their results, it 
appeared that the forecasts derived from crude oil futures 
prices are less accurate than those generated by the Random 
Walk. 

Furthermore, Arouri et al. (2011) oil price prediction method 
is Generalized Autoregressive Conditional Heteroskedastici-
ty (GARCH) model. It is a statistical method to model and 
forecast the volatility of several time series. The study focus-
es on daily crude oil in North Africa and the Middle East 
between 2000 and 2010 and analyzes the impact of crude oil 
price changes on stock market volatility. Another study writ-
ten by Baumeister et al. (2013) suggested a hybrid model for 
forecasting crude oil prices using both technical and funda-
mental analysis, in which the author investigated and found 
that the futures spreads can offer essential predictive analyt-
ics of the spot crude oil prices as confirmed by several 
strength checks. Didier and Inekwe (2013) used as a meth-
odology the ARIMA model to predict Brent crude oil prices. 
The authors exchanged daily Brent oil price in the period 
extending from 2000 to 2010 and found out that the ARIMA 
approach was able to discover the inherent variations. 

Additionally, to the combination of the ARIMA and the 
ANN models to forecast oil prices, Basher and Sadorsky 
(2016) suggested a technique involving wavelet decomposi-
tion and Multiple Linear Regression (MLR) to estimate 
crude oil prices. The writers used wavelet decomposition on 
the everyday West Texas Intermediate (WTI) crude oil price 
data between 1990 and 2014 to identify and separate the var-
ious frequency components of the time series. A slightly 
different approach was adopted by Wang et al. (2021) in 
which the author put forward a model that combines multiple 
scales and machine learning to forecast WTI crude oil prices. 
The approach utilized various machine learning techniques, 
such as wavelet decomposition to identify the feature of WTI 
crude oil prices at different scales, Principal Component 
Analysis (PCA) to simplify the features, and Support Vector 
Regression (SVR) to develop a forecast model that is based 
on the simplified features. 

In addition to combining the previous models, there are 
many other hybrid models that can be created by combining 
multiple deep learning models. For example, some research-
ers have combined Long Short-Term Memory (LSTM) with 
other types of Recurrent Neural Networks (RNNs) like Gat-
ed Recurrent Units (GRUs) to form a hybrid model. LSTM 
models can be combined with other deep learning models, 
such as Convolutional Neural Networks (CNNs) and auto 
encoders, to form hybrid models that can capture both spatial 
and temporal patterns in time series data (Zhang et al. 
(2019)). Still, A deep learning ensemble approach for crude 
oil price forecasting was proposed by Zhao (2017) named 
SDAE-B. The method was a combination of several deep 
learning to boost the precision of crude oil price estimation. 

In order to increase the validity of his study, the author com-
pared it to varied models such as ARIMA and SVR. 

Withal, Kang and Ratti (2018) suggested a Structural VAR 
(Vector Autoregression) model as a methodology which in-
volves incorporating disaggregated world non-US and US oil 
supply variables into the Structural VAR model for the oil 
market developed by Kilian and Park (2009). The writers 
utilized monthly observations on oil from 1973 to 2014 to 
determine the Structural VAR model’s parameters. In fact, 
VAR models are widely used for forecasting oil prices. 
These models rely on vector auto-regressions, which are 
statistical tools used to model the behavior of multiple varia-
bles over time. According to Baumeister and Kilian (2012), 
VAR-based projections that incorporate oil market funda-
mentals in a recursive manner produce lower forecast errors 
than forecasts based on futures and time-series models. As a 
matter of fact, the Oil price forecasting incorporates both 
VAR-based and time-series models. However, each model 
has a different methodology and advantage. To predict future 
prices, time-series models like ARIMA or GARCH rely on 
past time-series data. It is common to use them for modeling 
the long-term trends and fluctuation of oil prices. In contrast, 
VAR models permit the examination of different variables 
which can assist in identifying sudden market changes due to 
their sensitivity to recent data changes. These models are 
often employed for short-term forecasting. 

Recently, Xu et al. (2019) use a Deep Neural Network 
(DNN) model for estimating crude oil prices. The historical 
crude oil price data was used to train the model, which was 
then assessed using Mean Absolute Error (MAE) and Root 
Mean Squared Error (RMSE) to establish the exactness of 
the findings. After a range of tests, the study proved that 
using DNN model has a better performance than the tradi-
tional machine learning models in predicting oil prices. More 
newly, Nguyen et al. (2020) suggested a new approach 
named Long Short-Term Memory (LSTM) neural network 
model for forecasting crude oil prices. The authors employed 
daily data about oil prices and other economic benchmarks to 
test the model. To validate the accuracy of the findings, they 
analyzed the effectiveness of the LSTM model in compari-
son to ARIMA and SVR (Support Vector Regression) and 
proved that LSTM model delivered more accurate predic-
tions than the traditional models. Once more, Wang et al. 
(2021) introduced an ensemble learning approach with mul-
tiple scales to estimate WTI crude oil prices. The model em-
ploys multiple machine learning methods like SVR, RF and 
XG Boost. These models are used for both short-term and 
long-term forecasting. 

All the studies mentioned above mainly utilize monthly data. 
However, Baumeister et al. (2015) in their research em-
ployed diverse machine learning methods to predict weekly 
crude oil prices. After collecting the data, they used machine 
learning models such as Neural Networks, Support Vector 
Machines, and Random Forests in order to estimate future oil 
prices. 

To sum up, the level of accuracy in forecasting the crude oil 
prices is influenced by a range of factors like the quantity 
and the quality of the available data, oil demand and supply 
as well as the level of accuracy required short-term, mid-
term or long-term and many other factors. Based on our 
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needs, and after analyzing available data, we can choose the 
appropriate method to forecast oil price. After choosing the 
convenient methods, a lot of tests should be done to evaluate 
their effectiveness and performance by employing suitable 
measures such as Mean Absolute Error (MAE), Root Mean 
Squared Error (RMSE), Mean Absolute Percentage Error 
(MAPE), Mean Absolute Scaled Error (MASE) and other 
standard measures used for statistical evaluation. 

It is widely acknowledged in the prediction literature that no 
single model is optimal for all scenarios. Indeed, there is no 
model that can predict oil prices with complete accuracy. 
Hence, it is recommended to use hybrid models for a better 
prediction. A combination of two or more models may pro-
vide better results. To align with the existing literature, our 
attention in this paper is directed to this latter. In Section 3 
we will focus on four different hybrid models mostly used in 
the last five years. We will try to compare them and choose 
the best possible combination in order to have the most pre-
cise model in its predictions with the lowest error rate. 

3. HYBRID FORECASTING MODEL 

3.1. Artificial Neural Network (ANN)-(LSTM) 

According to Hochreiter and Schmidhuber (1997) the com-
bination of Artificial Neural Networks (ANNs) and Long 
Short-Term Memory (LSTM) is a powerful approach to 
solving problems that involve sequential data with long-term 
dependencies. The integration of Artificial Neural Networks 
(ANNs) and LSTM is especially advantageous in fields such 
as speech recognition, natural language processing, and time-
series analysis. For instance, in speech recognition, ANNs 
can be utilized to pre-process the audio signal and extract 
crucial features, while the LSTM can be employed to model 
the sequence of phonemes or words, thus allowing the model 
to understand the spoken language better. In addition, ANN-
LSTM model can also be used in financial Forecasting (Guo 
et al. (2019), Ding et al. (2019)) in order to predict stock 
prices, exchange rates and commodity prices. Several studies 
have shown that the hybrid model is better than individual 
LSTM and ANN models for time series forecasting (Wei et 
al. (2018) and Shahbazian and Savoji (2020)). 

3.1.1. Long Short-Term Memory (LSTM) 

LSTM stands for Long Short-Term Memory. It is a type of 
Recurrent Neural Network (RNN). It can spontaneously save 
and extract temporal state information. LSTM can be used to 
model sequential data. According to research studies, LSTM 
models have found applications in diverse sectors, for exam-
ple according to Fischer and Krauss (2018) in their study 
they present the application of LSTM models in finance to 
predict stock returns and directional movements in financial 
time series. 

The equations for an LSTM model are given by 

 (1) 

 (2) 

 (3) 

 (4) 

 (5) 

 (6) 

where  is the input at time t,  is the hidden state at time t, 
 is the cell state at time t,  is the sigmoid function, tanh is 

the hyperbolic tangent function. 

3.1.2. Artificial Neural Network (ANN) 

Artificial Neural Networks (ANNs) are a subset of Artificial 
Intelligence that have enhanced the way in which machines 
can replicate human cognitive processes. According to the 
findings of Naik et al. (2019). The Artificial Neural Network 
(ANN) is widely recognized as an efficacious AI computing 
device that has found wide-ranging applications in several 
fields, such as telecommunications, materials research (Li 
and Wang (2019), healthcare, neuroscience (Singh et al. 
(2016)) and finance (Zhang and Patuwo (1998)). ANN is an 
algorithm used for classification and regression tasks. The 
ANN technique relies primarily on the input layer and the 
data-gathering capabilities of the hidden layers to produce 
the output layer. 

The ANN model can be represented as 

 (7) 

where: 

• x(t) is the input vector at time t.  

• W1 and W2 are the weight matrices for the input-to-hidden 
and hidden-to-output layers, respectively.  

• b1 and b2 are the bias terms for the hidden and output lay-
ers, respectively.  

• f(.) is the activation function used in the neurons of the 
ANN.  

3.2. Convolutional Neural Networks (CNNs)-(LSTM) 

A CNN-LSTM model is a type of neural network architec-
ture that combines Convolutional Neural Networks (CNNs) 
and LSTM networks. By combining the strengths of Convo-
lutional Neural Networks and Long Short-Term Memory 
networks, a CNN-LSTM model can effectively capture both 
spatial and temporal dependencies in the input data. The 
CNN component identifies important features in the spatial 
dimension, while the LSTM component captures patterns 
and dependencies over time, resulting in a powerful se-
quence processing architecture. CNN-LSTM models have 
found applications including: computer vision, Speech 
recognition (Shahroudy et al. (2016)) and Timeseries predic-
tion for forecasting stock prices (Tsantekidis et al. (2017)). 

To obtain a comprehensive explanation of CNN-LSTM 
models, we suggest that the reader refers to research articles 
and papers that delve into the subject in great detail, such as 
Convolutional LSTM Network: A Machine Learning Ap-
proach for Precipitation Nowcasting by Shi et al. (2015) or 
Convolutional Recurrent Neural Networks for Music Classi-
fication through Lee et al. (2017). 

A Convolutional Neural Network is a deep learning algo-
rithm that is frequently employed in image analysis and 
computer vision applications. Its key feature is the ability to 
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extract relevant features from raw input data, such as images, 
by utilizing convolutional layers (Kim and Kim (2019)). 
CNNs are a valuable tool for time series prediction as they 
can exploit local features and weight-sharing to significantly 
decrease the model’s parameter count and enhance its learn-
ing efficiency (Qin et al. (2019)). A CNN can be expressed 
in the following mathematical expression 

 (8) 

where: 

•  is the output of the neural network,  

•  is the activation function used to introduce nonlinearity 
in the model,  

•  is the weight matrix that connects the input to the out-
put,  

•  is the input data,  

• denotes the matrix multiplication operation,  

•  is the bias vector that is added to the output after the ma-
trix multiplication. 

Convolutional Neural Networks have been used in various 
fields for different purposes. Some of the most common ap-
plications of CNNs are Computer Vision, Natural Language 
Processing such as classification, healthcare (Prasad et al. 
(2019)) and even finance. Besides, Prasad et al. (2019) used 
a CNN-based model for predicting stock prices using news 
sentiment data and Passalis et al. (2018) proposed a CNN-
based model for detecting anomalies in high-frequency fi-
nancial data. With their ability to automatically learn and 
extract features from raw data, CNNs have become a valua-
ble tool for processing complex data across a wide range of 
fields, and ongoing research is opening up new applications 
for these techniques. 

3.3. Bidirectional Recurrent Neural Network (BRNN)-
(LSTM) 

A hybrid model that combines bidirectional RNN with 
LSTM is a robust technique for handling sequential data. It 
employs two RNN layers, one processing the input sequence 
in a forward direction and the other in a backward direction. 
The output layer, connected to both RNN layers, produces 
the final prediction. Moreover, Graves, A. (2013), by com-
bining the forward and backward LSTM representations at 
each time step; we obtain a sequence embedding that incor-
porates past and future contexts. This approach has shown 
excellent performance on a range of sequence prediction 
tasks including speech recognition and natural language gen-
eration. The inclusion of an LSTM layer between the two 
RNN layers allows the model to selectively retain or discard 
information from past time steps and adjust the current state 
based on the input at the present time step. This feature ena-
bles the model to handle long-term dependencies and over-
come the issue of vanishing gradients that are commonly 
found in traditional RNNs. The BRNN-LSTM model has 
found diverse applications in different domains, including 
finance. Specifically in finance, the model has been utilized 
for a range of purposes, such as forecasting stock prices, 
managing portfolios, detecting fraudulent activities, evaluat-
ing credit risks and other relevant areas (Chen et al. (2017) 

and Fischer et al. (2018)). For example, the BRNN-LSTM 
model has been employed to forecast stock prices by lever-
aging past price data and other contextual data such as news 
articles, company financial reports, and social media senti-
ments. This approach enables the model to capture the time-
varying patterns in stock prices and update its predictions 
based on new information in real-time (Ntakaris et al. 
(2020)). The expression for the BRNN-LSTM model can be 
broken down into three main parts: the forward RNN layer, 
the backward RNN layer and the LSTM layer. 

A Bidirectional Recurrent Neural Network is a neural net-
work architecture that can process input sequences in both 
forward and backward directions. This allows the network to 
capture information from the past and the future providing 
context for each time step in the sequence. A BRNN is com-
posed of two recurrent layers: one processes the input se-
quence in the forward direction, and the other processes it in 
the backward direction. 

The equations for the forward RNN layer can be expressed 
as 

 (9) 

 (10) 

where  is the activation function (e.g., tanh or ReLU),  
is the weight matrix for the input,  is the weight matrix for 
the hidden state, and  is the bias term.  represents the 
forward hidden state at time step  and  is the input at time 
step . 

The equations for the backward RNN layer are as follows 

 (11) 

 (12) 

where , , and  are the weight matrix and bias term for 
the backward layer, and  is the activation function. 

Conforming to Shi et al. (2020), BRNN has been widely 
used in various domains; including natural language pro-
cessing such as sentiment analysis, speech recognition, im-
age processing, and even in finance BRNN has been used for 
applications such as stock price prediction, fraud detection 
and credit scoring. 

3.4. LSTM-Attention 

LSTM-attention is a neural network architecture that inte-
grates the Long Short-Term Memory layer and an attention 
mechanism. It utilizes the LSTM layer to model sequential 
data and capture long-term dependencies, while the attention 
mechanism enables the model to emphasize specific parts of 
the input sequence that are significant for the task. Attention 
is widely regarded as a critical concept in deep learning. The 
attention mechanism has found extensive use in various ap-
plication domains and has been shown to significantly en-
hance the effectiveness and precision of perceptual infor-
mation processing. Bahdanau et al. (2014) argues that the 
attention mechanism enables the model to adjust the relative 
significance of various input components, assigning more 
importance to the ones that are more crucial for the given 
task. This leads to improved performance and enhanced 
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comprehensibility of the model. Additive attention and mul-
tiplicative attention are the two most widely adopted mecha-
nisms, with the latter being computationally less demanding. 
(Luong and Pham (2015)). 

4. METHODOLOGY 

In this section, we introduce the information utilized in this 
research. Then, we outline the standards used to evaluate the 
model in this investigation. 

4.1. Dataset 

The information utilized in this analysis is centered on the 
daily price of crude oil (petroleum) and is denominated in 
dollar per barrel. The time series data for the daily Crude Oil 
Price was used during the period from 1 July 2019 to 3 
March 2023. The dataset contained almost 1000 observa-
tions. The first 980 observations were used as the training 
series, while the last 20 observations were used as the testing 
series. Fig. (1) illustrates the fluctuations in the price of 
crude oil over time, using a monthly time scale on the x-axis 
and the corresponding values on the y-axis. This visual rep-
resentation enables us to discern patterns, identify trends, 
and interpret the data’s behavior. 

4.2. Model Evaluation 

The process of evaluating a model is just as critical as the 
development process. Based on the accuracy performance 
results, it is important to reevaluate the model development 
process including the selection of a suitable method until the 
most appropriate model is achieved. In this study, we em-
ployed two commonly used error metrics to evaluate the 
performance of the models. 

• Mean Squared Error (MSE) is defined as follows 

 (13) 

• Mean Absolute Error (MAE) is given by 

  (14) 

• Mean Absolute Percentage Error (MAPE) is expressed as 
follows 

 (15) 

where  is the number of test data;  is the actual value and 
 is the predicted value.  

5. DETERMINATION PARAMETERS OF MODEL 

5.1. Fitting the hybrid CNN-LSTM 

The section is dedicated to utilizing the hybrid CNN-LSTM 
model, which was explained in Section 3, to predict the daily 
price of Crude Oil. Table 1 displays the predicted and actual 
values for last 20 observations. 

Table 1. Observed and Forecasted Values Using the Hybrid 

Model CNN-LSTM. 

Day Actual Forcasted 

2023-03-04 42.430000 39.558647 

2023-03-05 41.029999 39.659187 

2023-03-06 40.950001 39.701328 

2023-03-07 40.930000 39.698246 

2023-03-08 39.270000 39.659821 

2023-03-09 39.943333 39.526436 

2023-03-10 40.616665 39.356026 

2023-03-11 41.290001 39.181515 

2023-03-12 42.650002 39.042973 

2023-03-13 41.990002 38.986591 

2023-03-14 43.340000 41.258984 

2023-03-15 42.849998 41.369743 

2023-03-16 42.473331 41.764885 

 

Fig. (1). Time Series Plot of the Monthly Crude Oil Price. 
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2023-03-17 42.096668 41.789139 

2023-03-18 41.720001 41.708721 

2023-03-19 42.450001 41.640362 

2023-03-20 43.320000 41.896152 

2023-03-21 43.160000 42.243332 

2023-03-22 42.930000 42.586613 

2023-03-23 42.826668 42.611725 

Fig. (2) represents the daily crude oil price prediction in the 
period from 1 July 2019 to 2 August 2022, giving a total of 
800 observations. As illustrated in Fig. (2), both the predict-
ed values of CNN-LSTM model and the actual values are 
shown, allowing for a direct comparison to evaluate the 
model’s performance. 

To assess the ability of the forecasting models, they are uti-
lized for daily Crude Oil price prediction. The performance 
evaluation metrics used in this study include three measures: 
Mean Square Error (MSE), Mean Absolute Error (MAE), 
and Mean Absolute Percentage Error (MAPE). Table 2 ex-
hibits the achieved forecasting accuracy of outcomes in the 
hybrid model with regard to MSE, MAP and MAPE. 

Table 2. The Obtained Prediction Performance Results. 

Model MSE MAE MAP Accuracy 

CNN - LSTM 388.8773 13.584178 0.13997169 99.81 

5.2. Fitting the Hybrid ANN-LSTM 

This segment focuses on using the hybrid ANN-LSTM mod-
el, which was previously described, to forecast the daily 
price of Crude Oil. Table 3 exhibits the anticipated and fac-
tual values for the latest data points. Fig. (4) depicts the daily 
crude oil price prediction for the same time period as previ-
ously mentioned (1 July 2019 to 2 August 2022). The figure 
displays both the predicted values of the ANN-LSTM model 
and the actual values. According to both Figs. (3 and 4), the 
ANN-LSTM model outperforms the CNN-LSTM model in 
terms of predictive accuracy. 

Table 3. Observed and Forecasted Values Using the Hybrid 

Model ANN-LSTM. 

Day Actual Forecasted 

2023-03-04 42.430000 40.234219 

2023-03-05 41.029999 40.327461 

2023-03-06 40.950001 40.383930 

2023-03-07 40.930000 40.407757 

2023-03-08 39.270000 40.403210 

2023-03-09 39.943333 40.330048 

2023-03-10 40.616665 40.223934 

2023-03-11 41.290001 40.102612 

2023-03-12 42.650002 39.995605 

2023-03-13 41.990002 39.938564 

2023-03-14 43.340000 39.910053 

2023-03-15 42.849998 39.930210 

2023-03-16 42.473331 39.994324 

2023-03-17 42.096668 40.076035 

2023-03-18 41.720001 40.159420 

2023-03-19 42.450001 40.229881 

2023-03-20 43.320000 40.303333 

2023-03-21 43.160000 40.395691 

2023-03-22 42.930000 40.501076 

2023-03-23 42.826668 40.614197 

Table 4. The Obtained Prediction Performance Results. 

Model MSE MAE MAP Accuracy 

ANN - LSTM 699.98645 14.561506 0.14855464 99.64 

 

 

Fig. (2). CNN-LSTM Price Prediction. 
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5.3. Fitting the hybrid BRNN-LSTM 

This section discusses the application of the hybrid BRNN-
LSTM model, as described in Section 3, for predicting the 
daily price of crude oil. Table 5 shows the predicted and ac-
tual values for the most recent data points. 

Table 5. Observed and Forecasted Values Using the Hybrid 

Model BRNN-LSTM. 

Day Actual Forcasted 

2023-03-04 42.430000 40.855492 

2023-03-05 41.029999 40.976685 

2023-03-06 40.950001 40.957672 

2023-03-07 40.930000 40.904335 

2023-03-08 39.270000 40.830383 

2023-03-09 39.943333 40.582901 

2023-03-10 40.616665 40.369156 

2023-03-11 41.290001 40.202778 

2023-03-12 42.650002 40.120449 

2023-03-13 41.990002 40.188381 

2023-03-14 43.340000 40.230373 

2023-03-15 42.849998 40.407223 

2023-03-16 42.473331 40.574863 

2023-03-17 42.096668 40.711979 

2023-03-18 41.720001 40.814648 

2023-03-19 42.450001 40.863037 

2023-03-20 43.320000 40.968575 

2023-03-21 43.160000 41.139061 

2023-03-22 42.930000 41.294689 

2023-03-23 42.826668 41.429363 

Fig. (6). shows the daily crude oil price prediction using 
BRNN-LSTM model over the same frame mentioned earlier, 
covering a total of 800 observations. Based on Figs. (2, 4 and 

6), it appears that BRNN-LSTM model presents superior 

 

Fig. (3). CNN LSTM Accuracy. 

 

Fig. (4). ANN-LSTM Price Prediction. 
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performance in predicting crude oil prices compared to other 
models. 

Table 6. The Obtained Prediction Performance Results. 

Model MSE MAE MAP Accuracy 

BRNN-LSTM 193.664 9.798892 0.10306074 99.78 

5.4. Fitting the hybrid LSTM-Attention 

In this section, we explore the use of the hybrid LSTM-
Attention model, which was explained in Section3, to fore-
cast the daily price of crude oil. Table 7 displays the actual 
and forecasted values for the latest data points.  

Table 7. Observed and Forecasted Values Using the Hybrid 

Model LSTM-Attention. 

Day Actual Forcasted 

2023-03-04 42.430000 41.532707 

2023-03-05 41.029999 41.621849 

2023-03-06 40.950001 41.677410 

2023-03-07 40.930000 41.704960 

2023-03-08 39.270000 41.705986 

2023-03-09 39.943333 41.646206 

2023-03-10 40.616665 41.554832 

2023-03-11 41.290001 41.453758 

2023-03-12 42.650002 41.364067 

2023-03-13 41.990002 41.316906 

2023-03-14 43.340000 41.292301 

2023-03-15 42.849998 41.309372 

2023-03-16 42.473331 41.357086 

2023-03-17 42.096668 41.417587 

 

Fig. (5). ANN-LSTM Accuracy. 

 

Fig. (6). BRNN-LSTM Price Prediction. 
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2023-03-18 41.720001 41.480743 

2023-03-19 42.450001 41.539112 

2023-03-20 43.320000 41.605721 

2023-03-21 43.160000 41.695675 

2023-03-22 42.930000 41.797848 

2023-03-23 42.826668 41.904472 

Fig. (8). depicts the predicted daily crude oil price using 
LSTM-attention model and the actual crude oil prices from 1 
July 2019 to 2 March 2023. The figure shows that LSTM-
attention model appears to accurately capture the fluctuations 
in crude oil prices over time. Additionally, the predicted 
prices seem to closely follow the actual prices, with only 
slight deviations in some areas. 

Table 8. The Obtained Prediction Performance Results. 

Model MSE MAE MAP Accuracy 

LSTM-

Attention 
45.14683 4.918804 0.056444895 99.55 

6. RESULTS 

To assess how well the predictive models can predict Crude 
Oil prices, three prediction performance measures are em-
ployed in this study: Mean Square Error (MSE), Mean Abso-
lute Error (MAE), and Mean Absolute Percentage Error 
(MAPE). Additionally, Figs. (3, 5, 7 and 9). display the accu-
racy with the x-axis representing epochs and y-axis repre-
senting loss. These figures demonstrate that the model with 
the lowest loss value tends to have the highest performance. 

Table 9 displays the achieved results for prediction perfor-
mance through CNN-LSTM, ANN-LSTM, BRNN-LSTM, 
LSTM-Attention model in term of three standards with their 
accuracy. Table 9 provides clear evidence that the LSTM-
Attention model has achieved fewer errors compared to the 
other models. 

Table 9. The Obtained Prediction Performance Results. 

Model MSE MAE MAP Accuracy 

CNN - LSTM 388.8773 13.584178 0.13997169 99.81 

ANN - LSTM 699.98645 14.561506 0.14855464 99.64 

 

Fig. (7). BRNN-LSTM Accuracy 

 

Fig. (8). LSTM-Attention Price Prediction. 
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BRNN-LSTM 193.664 9.798892 0.10306074 99.78 

LSTM-

Attention 
45.14683 4.918804 0.056444895 99.55 

The hybrid LSTM-attention model was observed to exhibit 
better forecasting performance, as it was able to generate 
predictions that were closer to the actual values and followed 
a similar pattern as the real data. On the other hand, the other 
models displayed inferior forecasting performance, particu-
larly when compared to the LSTM-attention model. 

7. CONCLUSION 

In summary, predicting crude oil prices is a demanding and 
intricate task to be done due to numerous factors that may 
impact the market. While conventional methods like Time 
Series Analysis and Econometric Modeling achieved some 
success, recent advancements in Machine Learning and Arti-
ficial Intelligence have presented novel opportunities to cre-
ate more precise and trustworthy forecasting models. Within 
this framework, hybrid approaches that blend various model-
ing techniques have demonstrated significant potential in 
enhancing the precision of crude oil price forecasts. Merging 
statistical models with machine learning algorithms like Ar-
tificial Neural networks and Support Vector Regression can 
capture the nonlinear patterns in the market, yielding, there-
by, more sturdy and dependable predictions. The importance 
of oil prices to the global economy has prompted numerous 
researchers to develop accurate forecasts of this critical en-
ergy commodity. This is because policy-makers aim to be 
equipped to deal with unexpected price shocks and reduce 
the potential catastrophic effects on the economy. 

In this paper we aim to contrast the CNN-LSTM, ANN-
LSTM, BRNN-LSTM and LSTM-Attention models in terms 
of predicting the Crude Oil (petroleum) daily Price per Bar-
rel. The results obtained from using these models were eval-
uated by analyzing the (MSE, MAE, and MAPE) outcomes. 
The process began by collecting time series of daily oil price, 

and concluded with conducting pair wise comparisons of 
their predictions’ outcomes. The results of our analysis indi-
cate that the hybrid LSTM-Attention model outperforms 
other hybrid models in terms of accuracy, as evidenced by 
the lowest error rate. Compared to the CNN-LSTM, ANN-
LSTM, and BRNN-LSTM models, the LSTM-Attention 
model demonstrated a more efficient ability to predict daily 
Crude Oil (petroleum) price. Through our study, we tried to 
provide valuable insights into the usefulness of hybrid mod-
eling techniques and the importance of incorporating ad-
vanced deep learning models such as the LSTM-Attention in 
crude oil price forecasting. We firmly believe that the find-
ings can be highly significant for various stakeholders such 
as investors, traders, and policymakers who rely on accurate 
forecasting to be able to make informed decisions. Despite 
the success of our hybrid LSTM-Attention model, there is 
always room for further improvement. In the future, we will 
explore the possibility of incorporating additional models 
and refining our previous hybrid models in order to enhance 
the accuracy of our forecasts. By doing so, we hope to con-
tribute to the development of more advanced and reliable 
forecasting models for crude oil prices. We aspire to enhance 
the precision of our predictions and guarantee the most de-
pendable forecasts that could be attained. 
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