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Abstract: The paper presents the use of the difference GMM, the system GMM and the Panel VAR for the purpose of determining the critical determinants of non-performing loans. The aim of the paper is to point out the factors that explain the volatility of NPLs in a time of crisis. The study focused on a sample of 18 Tunisian banks observed during the period 2008-2018. The paper seeks to identify the impact of crucial macro, microeconomic and governance variables on the NPLs. The results suggest that the deterioration in asset quality can be attributed to both macroeconomic and bank-specific factors. The liquidity risk has a positive and significant correlation with the NPLs of Tunisian banks. The variable "Revolution" presents a positive though not significant relationship with these. Also, the results emphasize the strength of macrofinancial feedback loops in Tunisia. As for the effect of the positive shock of the revolution on the NPL level, we note that it is significant and negative. The decomposition of the sample into two sub-samples: pre-revolution period and post-revolution period allowed showing that the ROA and the ownership structure affect negatively and significantly the NPLs of the banks in the two periods, while the capital affects them positively. It appears that bank-specific factors explain well the volatility of NPLs, especially in the post-revolution period. Finally, by a descriptive study, we have shown that the COVID-19 crisis explains the volatility of the NPLs of Tunisian banks.
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INTRODUCTION

Understanding the determinants of Non-Performing Loans (NPLs) is a matter of critical importance for the stability of the macroeconomic and financial system. A large number of studies have examined credit risk factors, particularly in the period following the onset of the global economic crisis. Some studies have used a single category of potential determinants, while others have focused on the interaction between systemic factors (such as, general macroeconomic conditions) and idiosyncratic influences (like bank-specific variables or company information). Reinhart and Rogoff (2010) indicate that NPLs can be used to mark the beginning of a banking crisis.

The deterioration in the quality of banks' assets is not only destabilizing for the banking system, but it can also reduce economic efficiency and prosperity. Barseghyan (2010) measured the effects of the reduction in economic activity in Japan during the "lost decade" of the 1990s. His analysis shows that, in a general equilibrium framework characterized by a delay in putting in place a government-led bailout, the NPLs cause a decline in economic activity by crowding out funds that might otherwise be used for productive investments. Other authors qualify NPLs as "financial contamination" because of their negative economic impact (Barseghyan 2010, Gonzalez-Hermosillo 1999, Zeng 2012).

As for 2011, the Tunisian Revolution opened up promising prospects for the country in terms of economic and social development. The establishment of democracy, freedom and good governance organizes the release of initiatives, the encouragement of domestic and foreign investment and the growth of economic activity. But, the economic growth has experienced a potential stagnation in 2011 which resulted in worsening unemployment and expanded needs for external resources to be mobilized to fulfill the deficit in the state budget. This has not improved with the attempts the country has experienced in recent years. The country's political instability and the insecurity of neighboring countries (Algeria, Libya) have also weakened the system. Other troubles, existing before 2011, have also amplified the system. Other troubles, existing before 2011, have also amplified since, worsening the situation, such as the rise of informal economy, smuggling, the democratization of corruption and terrorism.

The banking system is dragging high rates of NPLs with banks in the development phase of new products and services (remote access, Smartphone application). The banking system faces considerable difficulties due to undercapitalization, poor asset quality and insufficient funds made to cover the risk of default. There is also no doubt that the phenomenon of NPLs is massive and pivotal in Tunisia since
it fluctuates depending on the period and the source from 20% up to 40% knowing that the international standard establishes bank commitments at 2%. In addition, bank deposit withdrawals have reached a high level, forcing the sector to assume a great need for liquidity. Indeed, since the revolution individuals as well as companies have preferred to keep cash instead of investing or leaving money in their current accounts. These results condemn the stability of both the financial system in general and the Tunisian banking system in particular after the revolution.

On the other hand, today we are witnessing economic upheavals that could be more serious than those we experienced during the Tunisian Revolution. The coronavirus pandemic is a different kind of a shock in a way that modern economy has never before experienced such a sharp halt in costs. The strains on the banking system are growing and more serious defaults are imminent. Many therefore expect a shock to the financial sector of a magnitude equivalent to that of the 2008 crisis. It would then be appropriate to wonder about the impact of COVID-19, a new crisis which intensifies the instability of the financial system, on NPLs. This crisis manifests in lower demand, lower fund transfers, rising unemployment, decrease in consumption, interest rate fluctuation and depreciation of currencies. The financial and real economy is directly impacted and generates additional risk exposure that banks have to deal with. The COVID-19 crisis we are experiencing resubmitted this topic in the middle of the financial system.

In this research paper, we will attempt to analyze the factors that explain the volatility of NPLs of Tunisian banks. For this purpose, four parts will be presented: the first will study the determinants of NPLs by integrating macroeconomic, microeconomic and governance variables by carrying out an empirical analysis of the relationship a relevant econometric model can exert in order to demonstrate the feedback between the financial system and NPLs. The second part will focus on the impact of the 2011 Tunisian Revolution, as a measure of the instability of the financial system, on NPLs of Tunisian banks. The third part explores the feedback effects of the banking sector on the real economy. Finally the fourth part will be devoted to discuss the impact of financial system instability measured by COVID-19 on NPLs. The goal of these parts is to determine the factor of the instability of the financial system that affects the NPLs of Tunisian banks.

1. MACRO, MICROECONOMIC AND GOVERNANCE FACTORS EXPLAINING THE VOLATILITY OF NPLS

1.1. Theoretical Literature Review

Studies aimed at explaining bank failures indicate that defaulting credit institutions tend to have large amounts of problem loans and that asset quality is a statistically significant predictor of insolvency (Berger and De Young, 1997). The literature examining credit risk drives describes several important categories of potential determinants, ranging from macroeconomic and institutional factors to bank-specific variables and company-level information.

Models examining the influence of macroeconomic factors on credit risk focus primarily on the relationship between the economic cycle and the ability of mortgagors to service their loans. The central idea behind these studies is that credit standards gradually deteriorate during economic expansions, as lending institutions apply increasingly liberal lending policies in their quest for market share (see, for example, Keeton 1999 and Fernandez De Lis et al. 2000). These policies may take the form of “negative NPV” strategies, involving reduced interest charges and / or increased lending to low-credit borrowers (Rajan, 1994). Such strategies usually backfire during times of recession, when credit risks actually materialize. Recent studies examining the role of the business cycle in the evolution of credit risk include, for example, Borio et al. (2001), Quagliariello (2007) and Beck et al. (2013).

Studies examining the effect of borrowing strategies use bank-specific information as descriptive variables in models that analyze the progression of bad debts and other measures of ex-post credit risk. Some of the literature considers company-specific information for the idiosyncratic component of credit risk. Related studies focus on a number of accounting data as likely determinants of bad debts and other indicators of corporate credit risk. These factors are, for example, the company’s sales growth, profitability, cost of financing, leverage, asset growth, size and age (Bunn and Redwood, 2003).

Another study flow examines the possible effect of the business and regulatory environment on the amount of problem loans on bank balance sheets. These studies examine the importance of various indicators of the quality and stability of a country’s legal, regulatory, institutional and political environment. Relevant measures include the degree of information sharing between creditors and borrowers, the legal rights of borrowers and lenders (as reflected, for example, by the presence or absence of a strong bankruptcy framework) as well as the degree of control of corruption. Studies examining the impact of these regulatory and institutional factors include, for example, La Porta et al. (1997), Jappelli and Pagano (2002), Godlewski (2004) and Djankov et al. (2007).

More recently, a growing number of studies estimate models that combine the above categories of variables to explain the evolution of credit risk. For example, Quagliariello (2007) combines macroeconomic and bank-specific determinants to study the degree of risk (as represented by the evolution of loan loss provisions and the flow of new impaired loans) of a large database of Italian intermediaries over the period 1985-2002. In the same vein, Louzis et al. (2012) use a balanced panel composed of surveillance data from the nine largest Greek commercial banks to test a number of hypotheses and explain the intertemporal evolution of NPLs in Greece over the period starting from the first quarter of 2003 to the third quarter of 2009. Separately, Belaid (2014) combines macroeconomic and bank-specific variables with a data set containing information for more than 9,000 domestic companies to explain the determinants of loan quality in the Tunisian banking sector over the period 2001-2010.

Finally, Boudriga et al. (2009) empirically analyzes the determinants of NPLs and the potential impact of the business and institutional environment on the credit risk exposure of...
banks in the MENA region. By examining a sample of 46 banks in 12 countries over the period 2002-2006, they found that the credit quality of banks is positively affected by the relevance and quality of credit information published by public and private offices. Their findings also underscore the importance of a healthy institutional environment for improving credit quality of banks. According to their analysis, better control of corruption, good regulatory quality, better application of the rule of law, freedom of expression and accountability play an important role in reducing bad debts in MENA region countries.

1.2. Review of Empirical Literature

Researchers have found a link between macroeconomic determinants and loan quality, which is a crucial criterion for the prosperity of the banking sector. Indeed, Keeton and Morris (1987) examined the losses of 2,470 commercial banks in the United States (US) between 1979 and 1985. Using loan losses net of charges as the primary measure of loan losses, the authors show that local economic conditions as well as the poor performance of certain sectors explain the variation in loan losses recorded by banks. The authors also note that commercial banks with great risk propensity tend to experience higher losses. In addition, Ozili (2019) attempted to address the issue of the interaction between NPLs and the stage of the business cycle. Knowing that, structural differences between countries can create differences in the efficiency of banks as well (Liu, 2019).

Skarica (2014) found that the main sources of NPL are economic slowdown (GDP), lack of employment and inflation rate. A study conducted in France and Germany showed that macroeconomic variables influence NPLs (Chaibi and Fttiti, 2015). The researchers also found that the French economy is more vulnerable than Germany to specific bank factors. Economic expansion and unemployment are positively associated with the reduction of NPLs. Macroeconomic variables, including unemployment and economic development, significantly influence NPLs, while industry-specific variables, such as management skills and risk preferences, have implications for future NPLs (Dimitrios, Helen and Mike 2016).

Vardar and Özgüler (2015) found the presence of a consistent and long-term affiliation between NPLs, macroeconomic variables and bank-specific factors. Inflation and unemployment have been shown to be positively and significantly associated with NPLs. Bardhan and Mukherjee (2016) found results supporting the mismanagement hypothesis predicting negative future relationships with non-performing assets. They used performance as an indicator of management effectiveness. According to their research, large banks have a higher default rate than small ones.

Makri, Tsagkanos and Bellas (2014) and Radivojevic and Jovovic (2017) report that ROA (Return on Assets) and ROE (Return on Equity) are the most important indicators of efficiency and profitability, i.e. of the quality of management banking, but they found that these factors have a different impact than NPLs. Godlewski (2005), Radivojevic and Jovovic (2017) found that there is a negative impact and a significant correlation between these factors and NPLs, while Garsiya and Fernandez (2007) and Boudriga et al. (2009) identified a positive relationship between these factors and NPLs. It's the same for other macro and micro factors of NPLs, such as unemployment rate, interest rate, exchange rate, market capitalization, bank size, etc.

Oworoji, Akintoye, and Adidu (2011) have stated that there are legislative gaps in the financial system, especially in the banking system, which are effective, as well as a lack of equal sharing of credit information among banks. Most of the research focuses on the determinants of NPLs on aggregated data from banking systems (De Bock and Demyanets, 2012; Jakubik and Reining, 2013; Klein, 2013; Skarica, 2014; Tanaskovic and Jandric, 2015). They find that GDP growth has remained the main determinant of NPLs decreasing its level, while the exchange rate, unemployment and inflation increase the level of NPLs. Indeed, interest rates and unemployment are important macroeconomic determinants. Among the characteristics of banks, only the size of the bank is significant and it decreases the credit risk.

Baboucek and Jancar (2005), Rinaldi and Sanchis-Arellano (2006), Nkusu (2011), Milis (2012), Figelewski, Frydman and Liang (2012) and Radivojevic and Jovovic (2017) have studied the influence of macroeconomic factors on NPL and found that they positively affect NPL. Jovovic (2014) and Shu (2002) reported controversial results, while results from the study by Skarica (2014) shows that this factor has no impact on NPLs. Similar examples can be found in the study of other variables .In addition, Skarica (2014) reported an insignificant dependence between NPLs ratio and the interest rate. On the other hand, Rajan and Dahl (2003), Hoggart et al. (2005), Saurina and Jiménez (2006) underline that there is a strong correlation between the interest rate and the exchange rate. The results obtained by De Bock and Demyanets (2012) imply that the exchange rate is one of the main determinants of NPLs, contrary to the finding of Klein (2013) that the exchange rate has no significant impact on NPLs. Interestingly, researchers like Salas and Saurina (2002) and Angelini, Bofondi and Zingales (2017) agree on the impact of GDP on NPLs. All reported a statistically significant and negative impact of this macro-factor on the occurrence and movement of NPLs. It is also interesting to note that the authors themselves presented different results when used by different estimators.

Greenidge and Grosvenor (2010) attempted to use univariate autoregressive integrated moving average (ARIMA) and multivariate autoregressive distributed delay models (ARDL) to estimate the aggregate ratio of banking sector NPLs as well as the NPL ratio of different commercial banks of Barbados, for the period 1996-2008. Their empirical results support the idea that macroeconomic factors, such as real GDP growth and the rate of inflation, have an impact on the level of NPLs. In addition, bank-specific variables, growth in total loans, and relative market share appear to have explanatory power for NPLs.

Salas and Saurina (2002) use a dynamic model and a panel dataset covering the period between 1985-1997 to study the determinants of problem loans from Spanish commercial banks and savings banks, and find that real GDP growth, rapid credit expansion, bank size, capital ratio and market power explain the variation in NPLs. The same goes for other authors such as Hu, Li and Chiu (2004) who analyze the
relationship between NPLs and the ownership structure of commercial banks in Taiwan using a panel of data covering the period 1996-1999. The study shows that banks with more public sector ownership recorded fewer NPLs. The authors also show that bank size is negatively related to NPLs, while diversification may not be a determining factor.

Empirical studies examining the determinants of NPLs in the Greek banking system are limited to the study by Louzis, Vouldis and Metaxas (2012), where the authors focus on the effects of bank-specific variables on NPLs. This study examines the determinants of NPLs, in case there is always the risk that endogeneity issues could affect the results. The authors use panel data method to examine the determinants of NPLs in the Greek banking sector, which does not take into account the increased dynamic interdependencies between different variables. The results show that bad loans are linked to certain macroeconomic variables and to the quality of management.

Makri, Tsaganos and Bellas (2014) attempted to identify, using an econometric model, the factors affecting the NPL rate of banking systems in the euro area for the period 2000-2008. By examining macroeconomic variables (annual growth rate as a percentage of GDP, debt as a percentage of GDP, unemployment rate) and microeconomic variables (loans on deposits, return on assets, return on equity), they sought to know which of these elements significantly affect NPLs rate. Their findings reveal strong correlations between NPLs and various macroeconomic (public debt, unemployment, annual growth rate as a percentage of GDP) and bank-specific (capital adequacy ratio, NPL rate of the previous year and return on equity).

Abid, Ouertani and Ghorbel (2014) tried to study the macroeconomic and microeconomic determinants explaining the NPL of households in Tunisia. They found that, over the past ten years, the demand for credit in its various forms has grown exponentially leading to a high level of overindebtedness and a real risk of destabilization. The empirical validation of their article is made from a sample of sixteen Tunisian banks observed over the period from the first quarter of 2003 to the fourth quarter of 2012. The estimation of a dynamic panel model by the generalized moment’s method (GMM) found that macroeconomic factors, such as economic growth, the level of inflation, and microeconomic factors, such as management quality play a significant role in the increase in bad debts of households in Tunisia.

El Ansari and Ben Abdallah (2017) tried to determine the main determining factors of NPLs for a sample made up of eight main Moroccan banks for the period from 2003 to 2015. The explanatory variables used are of two categories: macroeconomic and bank specific. The specific variables taken into account in their model are the profitability of assets, the cost / income ratio, the change in granted credit and the average debt interest rate. As for macroeconomic variables, the choice fell on the GDP growth rate, the growth of agricultural added value, the unemployment rate and the inflation rate. The application of the panel data method made it possible to conclude that NPLs vary negatively with the GDP growth rate, agricultural GDP growth and the profitability of bank assets, and positively with the unemployment rate, the inflation rate and the average borrowing rate and the banks’ cost / income ratio.

Radijojević et al. (2019) used the GMM method to identify an econometric model to demonstrate the impact of macro and microeconomic variables on the NPLs of emerging markets in Latin American countries. They showed the insignificance of the impact of inflation, the interest rate and macroeconomic variables on NPLs.

1.3. Definition of Variables

In recent years, several authors have been interested in the issue of NPLs and have designed more or less complex econometric models on this subject to understand and determine the causes of the instability of these NPLs. For this research, we considered a database composed of variables whose choice was guided by recent studies on the determinants of NPLs. These variables are essentially the same as those used by Skrabric Peric et al. (2018), Radijojevic et al. (2019), Abid, Ouertani and Ghorbel (2014) and Tanaskovic and Jandric (2015), our main benchmarks.

1.3.1. The Dependent Variable

To analyze the factors explaining the volatility of non-performing bank loans, we introduce the NPL variable measuring the cost of credit risk. This is the litigation rate calculated by the ratio of overdue debts to total loans. Credit risk manifests itself in a high rate of NPLs. The latter is one of the financial stability indicators on which the IMF (International Monetary Fund) and the WB (World Bank) are based to assess the fragility of financial sectors.

1.3.2. The Independent Variables

Sinkey and Greenawalt (1991), Kwan and Eisenbeis (1995), as well as Salas and Saurina (2002) have dealt with the determinants of NPLs at the level of American and Spanish banks with particular focus on macroeconomic determinants. These authors have shown that the accumulation of NPLs does not depend only on macroeconomic factors, but also on banks financial conditions. A second set of factors identified as determinants relates to external events, such as the overall macroeconomic conditions that may affect the ability of borrowers to repay their loans.

In addition, other research (Demirguç-Kunt and Detragiache 1998, La Porta et al. 1997 and Acclassato, Ali Aga and Eggoh 2009) has emphasized the strong effect of corruption, as an indicator of governance, on banks’ NPLs. Corruption is a hallmark of failing legal and institutional systems. It increases the uncertainty of banks and the inability to recover loaned funds in case of bankruptcy. Bank officials can compromise with high risk factors associated with a loan proposal, resulting in bad loan (Chen et al. 2015). The contribution of our research is that we will consider a third set of factors emphasizing corruption as a factor influencing the volatility of NPLs.

MACROECONOMIC FACTORS

The first macroeconomic determinant of NPLs cited by the literature is the unemployment rate. The work of Louzis et al. (2012) show that low-income borrowers have very high
default probabilities because of the potential risk of unemployment rendering them unable to honor their commitments. Thus, the unemployment rate is positively related to the NPLs. A rise in the unemployment rate can subsequently negatively influence the purchasing power of households, and consequently increase their debt charges. This finding is consistent with the conclusions of Louzis et al. (2012) for the case of Greek banks and Bofondi and Ropele (2011) for Italian banks. This situation can have the same effect for businesses. Indeed, when the activities of firms decrease, they can no longer honor their commitments to banks.

The negative relationship between real GDP growth and NPLs has been addressed by several empirical studies. Caprio and Klingebiel (2003) have held that the decline in the level of production and consequently in economic growth puts borrowers at risk. This result was found by Nkusu (2011) who showed that a slowdown in the economy contributes to increasing the stock of NPLs. Likewise, the study by De Bock and Demyanets (2012) corroborates these findings and concludes that an improvement in the real economy is likely to see a reduction in NPL portfolios. Therefore, real GDP growth has a negative effect on the volume of NPLs.

The work of Jakubik and Reininger (2013) looked at the case of Central and Eastern European banks over a period from 2004-2012 in quarterly data. They concluded that in addition to real GDP growth, there is a significant positive relationship between the real effective exchange rate and NPLs. These results are in line with research carried out by Dash and Kabra (2010) on the sensitivity of Indian banks’ NPLs to economic factors, including the real effective exchange rate.

Similarly, the impact of the inflation rate on NPLs has been widely discussed in the literature. According to Klein (2013), the effect of inflation can be ambiguous. A high level of inflation can affect NPLs, and subsequently disturb the stability of the banking system because an increase in the price level lowers the real income of households, if their wages are rigid. The increase in the level of inflation rates can also lead to an increase in the volume of NPLs and consequently affect bank solvency. This is justified by the fact that the rise in the price level leads to a reduction in the purchasing power of households, if wages are inflexible. For example, a large portion of households may not be able to honor their debts to the bank, due to increased inflation. Indeed, in case the inflation is volatile, the proper assessment of credit risk becomes more difficult. On the other hand, a drastic and rapid fall in the inflation rate can lead to a fall in nominal income, which negatively affects liquidity and solvency. However, in the short term, the inflation rate does not have a significant impact on NPLs (Asari et al., 2011).

Similarly, the impact of real interest rates on NPLs is widely discussed in the literature, as they affect the volume of NPLs when loans are granted at variable rates (Bofondi and Ropele, 2011). Therefore, a positive relationship between the real interest rate and NPL volume can take place.

THE GOVERNANCE INDICATOR (CORRUPTION)

Acclassato, Ali Aga and Eggoh (2009) present a review of the literature on the relationship between corruption and NPLs by isolating different axes:

The first axis is that of La Porta et al. (1997, 1998). It shows the negative impact of corruption on non-performing bank loans through the relationship between the legal framework and corruption. Indeed, a transparent legal system reduces corruption and therefore allows credit growth and better efficiency of banks and greater credit risk. Indeed, in case of bankruptcy of the borrower, the bank is protected by law. It can either collect the funds or take possession of the company. If there is corruption, this protection can be greatly reduced and the functioning of the system crippled.

The second axis is beyond the quality of the legal system. It highlights the complicity that may exist between the lender and the borrower. The first can overestimate the profitability of the project. As for the second, corruption leads him to make little effort to achieve the best profitability of the project. Also, appears another negative effect of corruption on bank lending, and therefore a negative effect on NPLs: it is not the most profitable project that will be financed but that of the most corrupt entrepreneur. Beck, Demirgüç-Kunt and Levine (2005) test the correlation between the nature of banking supervision and the level of corruption in an economy. These authors find that, in countries with strong banking supervision, firms have more difficulty in obtaining credit because of the corrupt behavior of bankers. In this context, the article by Demirgüç-Kunt and Detragiache (2000) revealed the negative impact of insurance on deposits in an institutional environment characterized by a high presence of corruption.

The third axis can be found in the work of Ahlin and Pan (2008). They carry out a macroeconomic study which assesses, in the same growth equation, the impact of financial development and corruption. Their results show substitutability between corruption and financial development. Indeed, a low level of corruption favors productive investment despite a weakness in financial development.

Weill (2009) describes the effect of corruption on bank lending in Russia and shows that the negative effects are mainly on household and corporate borrowers. Corruption could unexpectedly improve bank lending. Indeed, the fact that the adverse selection leads to a restriction of the credit granted, corruption by facilitating a lubrication of the mechanism increases the quantity of loan granted and thereby improves the flexibility of the process of granting the bank loan, which will generate greater credit risk and therefore more NPLs likely. In our study, a positive sign between corruption and NPLs is expected.

SPECIFIC FACTORS OF BANKS

In addition to macroeconomic variables, the distinctive characteristics of credit institutions and the strategic choices of each bank exert a decisive influence on the increase in the NPLs portfolio. Among the bank-specific factors most cited in the literature: the size, the degree of sector concentration of the customer portfolio, the financial conditions of credit (maturity, interest rate and type of rate), the bank’s profitability, business efficiency and profit margins.

The size of the banking institution is measured by the natural logarithm of the bank’s total assets, and the expected sign of this variable is positive/negative (+/-). Large banks generally
cooperate with large companies and have more transparent customer relationships. They have better risk management strategies. They have a larger loan portfolio than small banks. Thus, one could predict a negative relationship between the size variable and the NPLs. However, senior banks can increase their risky loans because they will be protected by the state in case of bankruptcy ("too big to fail"). In previous research on NPLs, the results are mixed. While Agoraki et al. (2011) find a negative relationship between the size of the bank and the NPLs, Louzis, Vouldis and Metaxas (2012) rather find a positive relationship between these two variables. Hu et al. (2004) state that large banks have more resources and are more experienced in dealing better with bad borrowers. Small banks, on the other hand, can be exposed to the problem of adverse selection due to the lack of skills and experience necessary to effectively assess the credit quality of borrowers. In other words, and according to Hu, Li and Chiu (2004), large banks have the necessary resources to properly assess credit applications and improve the quality of their portfolios. Consequently, the rate of NPLs is lower in senior banks than in small ones. This result was confirmed by Anderson and Fraser (2000) and invalidated by Garcia-Marco and Robles-Fernandez (2008). They note that the bigger the bank, the more managers are motivated to undertake less careful and more complex policies.

ROE and ROA are two ratios that are used as conventional measures of banking performance. In addition, they are also used in the literature as a proxy for the quality of bank management. The study of profitability in terms of flow ensures that the sustainability of benefits and severity of risks incurred are taken into account. Poor risk management is one of the sources of the bad debt allowance ratio. It corresponds to a slight assessment of loan projects and / or a collateral lack of borrower control. According to studies by Seuraj and Watson (2012), Louzis, Vouldis and Metaxas (2012), bank profitability has a negative effect on NPLs. This observation was confirmed by Godlewski (2004) who showed that the repercussions of bank profitability are negative on the level of NPLs ratio. Kolapo, Ayendi and Oke (2012) studied the relationship between the performance of the bank and the management of credit risk. Their result shows that profitability as measured by ROA negatively affects the NPLs of financial institutions. Makri et al. (2014) showed that there is a negative affiliation between ROA and NPL, while Ahmad (2003) stated that there is a positive association between these. Kiriu (2014) stated that the impact of NPLs on the profitability of commercial banks in Kenya was negative, and NPLs reduced bank profitability from 2004 to 2013. Dimitrios et al. (2016) studied the different determinants of NPLs in the euro banking system and concluded that ROAs have a significant impact on NPLs. Rachman et al. (2018) examined various banking factors that affected NPLs in Indonesia and concluded that the high profitability of banks has lower NPLs due to their better progression activity and efficient credit monitoring system. Kumar and Kishore (2019) studied various banking and microeconomic factors as elements of NPLs in the UAE banking system (United Arab Emirates) and found that ROA has insignificant association with NPLs. Kumar and Kishore (2019) argued in their study that NPLs and ROA have a negative association in the banking industry. Koju et al. (2018) conducted a study on Nepal's banking sector and concluded that ROA has a negative relationship with NPL.

Makri, Tsakanos and Bellas (2014) have emphasized the relationship between the "FUNDING" variable and NPLs. Bank financing is measured by total loans divided by total deposits. This ratio indicates bank liquidity by measuring the funds banks use to lend from collected deposits. Banks that are less dependent on deposits are more oriented towards external sources of funding, and therefore, the transfer of risk from the internal capital market would be more visible. This is how the expected sign is positive.

Also, to control the differences, in terms of credit risk, relating to the capital structure of the bank, we take into account the "CAPITAL" variable which is equal to the ratio of shareholders’ equity to the total assets of the bank. The expected sign can be positive or negative (+/-). Iannotta et al. (2007) and Pathan (2009) also used this variable in their research. The bank's capital can influence its management risk. Such high level of capital is to limit the likelihood the bank will act in a less careful way when granting loans. High capital induces large losses for shareholders in case of bank failure (Repullo, 2004). According to Dell’Ariccia et al. (2013), heavily capitalized banks in the United States are more risky during a period of declining FED interest rates. Makri et al. (2014) also stated that there is a negative association between capital and NPLs.

In addition, there are several studies that are interested in banking risks and foreign ownership of banks (Anginer et al., 2017; Ashraf and Arshad, 2017). De Nicolo and Loukoianova (2007) studied the relationship between banking risk and market structure, and found that ownership is an important variable in risk modeling in emerging countries. In addition, they found that foreign banks take more risk than domestic private banks. Drakos et al. (2016) examined the impact of interest rates in EEC (European Economic Community) countries on banks' risk-taking and found that risk-taking by foreign banks is the higher as interest rates fall during the post-2000 period. According to their results, the decrease in interest rates does not influence risk-taking by national banks. Levine (1996) supports foreign participation which leads to improved financial services and easier access to international financial markets. The foreign presence could improve the attractiveness of the country to foreign direct investment (Brealey and Kaplanis, 1996). Micco et al. (2004) compare the performance of national public banks with domestic private banks and those with foreign capital. They found that in developing countries, public banks underperform their private sector counterparts in terms of bond quality ratio and profitability. They also conclude that this finding is not valid for banks in industrialized countries. We predict a negative relationship between the variable "ownership structure" and the NPLs of banks.

Table (1) defines the different variables retained in our study, presents the corresponding sources and specifies the expected signs:

1.4. Empirical Estimation Methodology

To estimate the proposed model, it would be necessary to define the appropriate methodology. NPLs are a dynamic
phenomenon, and recent research findings on NPLs confirm that their past value has an impact on their current value (Skrabic Peric et al. 2018; Radivojevic et al. 2019, Abid, Ouertani and Ghorbel, 2014; Tanaskovic and Jandric, 2015). Thus, it would be obvious to use dynamic panel data estimators. Our model will be estimated with the lags of the endogenous variable. Thus, the estimated dynamic equations take the following form:

\[ NP_{i,t} = \sum \phi_m NPL_{i,t-1} + \beta X_t + \delta Y_t + \mu_i + \rho_{it} \]  \hspace{1cm} (1)

\( X_t \) is the vector of the control variables that we are going to define. \( NPL_{i,t-1} \) is the lagged endogenous variable. We also assume that the absolute value of the sum of the parameters \( \phi_m \) is lower than the unit and that \( \rho_{it} \) is the zero expectation error term with \( \sigma^2 \) variance. Moreover, these stochastic disturbances are independent of the specific effects \( \mu_i \) and are not correlated when taken in pairs. However, the presence of a lagged variable makes the usual estimation techniques on panel data inappropriate. This is due to the correlation between the endogenous variable and the residuals from the regression. To overcome this problem, the method of instrumental variables applied to the first difference model (in order to eliminate individual fixed effects) allows endogeneity to be taken into account by the use of lagged explanatory variables as instruments.

The equation presented above is a dynamic model insofar as the lagged dependent variable is one of the explanatory variables. The appropriate econometric technique in this case is the generalized method of moments (GMM). It makes it possible not only to provide solutions to endogeneity biases but also to control specific individual and temporal effects. We distinguish two approaches to estimate the empirical model: The first difference GMM estimator of Arellano and Bond (1991) and the system GMM estimator of Blundell and Bond (1998).

Indeed, Arellano and Bond (1991) proposed a procedure of estimations by the GMM in order to improve the efficiency of the method proposed by Anderson and Hsiao (1981) and which proved to produce estimators that are consistent but not necessarily efficient. This procedure contains two steps. First, it is necessary to rewrite the dynamic model in first differences in order to eliminate the specific effects \( \mu_i \), and as a second step, this equation is estimated according to the GMM method by adopting a set of instrumental variables. The vector of instrumental variables is composed of all lagged values of the endogenous variable.

### Table 1. Definition of Variables and Data Sources.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Definition</th>
<th>Sources</th>
<th>Expected sign</th>
</tr>
</thead>
<tbody>
<tr>
<td>The dependent variables</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-performing loans (NPL)</td>
<td>This is the litigation rate calculated by the ratio of overdue debts to total credits.</td>
<td>RAB</td>
<td></td>
</tr>
<tr>
<td>The independent variables</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Macroeconomic indicators</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Inflation (INF)</td>
<td>Inflation, consumer prices (annual %)</td>
<td>WDI</td>
<td>No impact</td>
</tr>
<tr>
<td>• Interest rate (TXIN)</td>
<td>Average real loan rate (%)</td>
<td>BCT</td>
<td>+</td>
</tr>
<tr>
<td>• GDP</td>
<td>GDP (annual growth in%)</td>
<td>WDI</td>
<td>-</td>
</tr>
<tr>
<td>• Exchange rate (TXG)</td>
<td>Official exchange rate (LCU per US $, average period)</td>
<td>WDI</td>
<td>+</td>
</tr>
<tr>
<td>• Unemployment rate (TXCHO)</td>
<td>Total unemployment (% of total economically active population) (ILO modeled estimate)</td>
<td>WDI</td>
<td>+</td>
</tr>
<tr>
<td>Governance indicator</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Corruption (CORR)</td>
<td></td>
<td>WGI</td>
<td>+</td>
</tr>
<tr>
<td>Bank specific indicators</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Size (SIZE)</td>
<td>Natural logarithm of total assets (in TD)</td>
<td>RAB</td>
<td>+/-</td>
</tr>
<tr>
<td>• Funding (FIN)</td>
<td>Total loans / Total deposits (in %)</td>
<td>RAB</td>
<td>+</td>
</tr>
<tr>
<td>• Capital (CAPITAL)</td>
<td>Equity / Total assets</td>
<td>RAB</td>
<td>+/-</td>
</tr>
<tr>
<td>• Profitability (ROA)</td>
<td>ROA: Net income / Total assets (in %)</td>
<td>RAB</td>
<td>-</td>
</tr>
<tr>
<td>• Ownership (OWNER)</td>
<td>Dummy variable which takes the value 1 in year t if the bank is predominantly foreign, 0 otherwise.</td>
<td>RAB</td>
<td>-</td>
</tr>
</tbody>
</table>

BCT = Central Bank of Tunisia, RAB = Annual Reports of Banking Activities, WDI = World Development Indicators, WGI = World Governance Indicators.
When the explanatory variables and the dependent variable are strongly persistent, Blundell and Bond (2000) show that the instruments used for the difference GMM (DGMM) estimator are weak and that this estimator is not relevant. The existence of a significant potential bias in the estimation of DGLM in this work led us to favor the system GMM (SGMM) estimator. Indeed, many results in the empirical literature (Blundell and Bond, 1998; Bun and Windmeijer, 2010) show that the SGMM estimator significantly improves gains in accuracy, and considerably reduces sampling bias, compared to the DGMM estimator when the regressors are weakly exogenous and correlated with the individual effect. Under these conditions, Blundell and Bond (2000) show that the SGMM estimator is more appropriate. This model simultaneously estimates the first difference equations and the level equations. In addition, the attractive property of the SGMM estimator is the possible assumption of the existence of endogenous regressors. Thus, despite the fact that recent simulation studies have shown that the properties of the SGMM estimator are better than those of the DGLM estimator, both DGLM and SGMM are used for empirical verification of the proposed model. We will use Sargan’s test to analyze the validity of the chosen instruments. If the null hypothesis is not rejected, it means that there is no endogeneity problem in the model. The instruments used are thus validated. In addition, the first and second order tests of serial correlation (AR test (1) and AR test (2)) are effective on differentiated residuals (Arellano and Bond, 1991).

1.5. Sample and Study Period

The sample examined is composed of eighteen Tunisian banks (public and private, domestic and foreign) observed during the period from 2008 to 2018. The data are taken from the Central Bank of Tunisia (BCT), annual reports of banking activities, the Tunisian Professional Association of Banks and Financial Institutions (APTBEF), WDI (World Development Indicators) and WGI (World Governance Indicators).

1.6. Empirical Analysis and Results

We began our analysis by forming a basic model with three groups of variables: specific characteristics of banks, governance indicator and macroeconomic variables in Tunisia. Thus, in a first step, we test the basic model which is presented as follows:

\[ NPL_i = \mu + \gamma NPL_{i,t-1} + \text{BanksSpecific}_i + \beta_1 \text{GovernanceIndicator}_{i,t-1} + \beta_2 \text{Macroeconomic}_{i,t-1} + \alpha_i + \epsilon_{it}, \]

where \( NPL_i \) is the value of NPLs of bank \( i \) in year \( t \), \( NPL_{i,t-1} \) is the value of NPLs of bank \( i \) in year \( t-1 \). BankSpecific\(_i\) is the matrix of bank-specific indicators, GovernanceIndicator\(_{i,t-1}\) is the matrix of governance indicators of bank \( i \) at year \( t \), Macroeconomic\(_{i,t-1}\) is the matrix of macroeconomic variables of bank \( i \)'s country at year \( t-1 \). \( \alpha_i \) is the bank-specific error for each bank, and \( \epsilon_{it} \) is the remaining share of the error term. \( N \) is the number of banks, and \( T \) is the number of periods. \( \gamma \) is the coefficient of the lagged dependent variable. \( \beta_1, \beta_2, \) and \( \beta_3 \) are the vectors of the parameters. In equation (2), the macroeconomic and governance variables are lagged by one year. This approach follows similar research (Glogowski, 2008; Makri et al., 2014; Louzis et al., 2012). This is necessary when changes in the macroeconomic and governance environments lead to changes in NPLs (Skrabic Peric et al. 2018). The results of the basic model (2) are presented in Table (3).

Through this model, we will identify the factors that explain the volatility of NPLs of Tunisian banks. As already mentioned, we will use in this study individual (18 banks) and time (11 years) data from the two-dimensional panel data (i.e., \( 18 \times 11 = 198 \) observations). The estimation of our model will be done according to two dynamic approaches: the method of generalized moments in difference (DGMM) and the method of generalized moments in system (SGMM).

Before outlining our econometric estimates, a descriptive analysis of our data that aggregates the observations of different individuals seems to be crucial. This first exploratory step ensures an understanding of the results that will be obtained from the regressions and proposes the characteristics and econometric methods that correspond to the phenomena revealed by the descriptive statistics. Table (2) presents, on the one hand, the disparity of the mean values of the explanatory variables and the variable to be explained and their standard deviations for the different banks in the sample, and on the other hand, the correlation matrix of the variables considered in our model.

Table (2) shows that the average NPL ratio for the sample for the study period 2008 to 2018 is approximately 14.804. The minimum value of the variation in the ratio of ant NPLs recorded in Tunisia is of the order of zero (0), while the maximum is 77.34. It is therefore noticeable that the Tunisian banking sector is characterized by a high level of NPLs, given that unpaid credits relating to the household sectors have increased, especially over the period 2011-2016. Fig. (1) shows the evolution of the ratio of non-performing household loans in Tunisia. It can be seen that the curve shows a very volatile trend in the ratio for the period 2008 to 2018.
Table (3) presents the results of the estimates of the GMM method in first difference and GMM in system of the dynamic model. Sargan’s test for both GMM estimates shows that all the selected instruments are validated. The first and second order tests of the AR(1) and AR(2) serial correlation confirm the expected diagnoses. Thus, the AR(1) test rejects the null hypothesis of a first-order serial non-correlation. Diagnostic tests of all model specifications presented in table (3) show that model (2) is well specified. The results of the Sargan test indicate the validity of the selected instruments. In addition, the second order AR(2) autocorrelation test of differentiated residuals rejects the existence of autocorrelation. The AR(1) test indicates the existence of first-order autocorrelation of the differentiated residuals, an expected result.

The results in table (3) confirm that macroeconomic factors, bank-specific factors, and governance factors do explain the volatility of NPLs by Tunisian banks. These results also show that the lagged dependent variable of NPLs is statistically significant at the 1% threshold and positive, confirming the results of recent studies (Radivojević et al. 2019). There is then a positive and significant relationship between the NPL lagged variable and the current NPL rate. Since NPLs have a high degree of persistence, this expected result indicates that the NPL shock is likely to have a lasting effect on the banking system.

The estimates demonstrate the absence of a significant relationship between bank size and NPLs. The sign obtained is positive. This indicates that large Tunisian banks that manage their resources more efficiently are accepting risky projects. Indeed, these banks will be protected by the State in case of bankruptcy. This result is similar to those found by Louzis, Voulidis and Metaxas (2012) and Hu, Li and Chiu (2004). However, it contradicts the one found by Skrabic Peric et al. (2018), who state that market-dominant banks use their market power to choose the best customers.

The bank’s capital shows a negative and significant relationship at the 1% threshold (DGMM) and at the 10% threshold (SGMM) with the banks’ NPLs. This shows that banks with large capital have fewer NPLs. It appears that Tunisian banks with a high level of capital act prudently when granting loans. Again, these banks avoid riskier customers because of the large potential losses to shareholders in the event of bank failure. This result confirms that found by Repullo (2004).

A negative and significant relationship was also found at the 1% threshold between ROA and the amount of classified debt, based on both dynamic panel estimation methods. This sign was predicted. It confirms the results found by several authors, such as Kolapo, Ayendi and Oke (2012), Louzis, Voulidis and Metaxas (2012) and Godlewski (2004). Indeed, a bank with high profitability has less incentive to generate revenues and is therefore less constrained to engage in risky activities such as granting risky loans. On the contrary, inefficient banks find themselves obliged to grant credit deemed risky and subsequently experience high levels of impaired loans.

According to the estimates of the two methods DGMM and SGMM, the “Financing” variable shows a positive and significant relationship at the 5% threshold with NPLs of Tunisian banks. This sign is well expected. This result shows that Tunisian banks that are less dependent on deposits, and therefore more oriented towards external sources of financing, accept riskier projects. And consequently, the transfer of risk from the internal capital market would be more visible. This result is similar to those found by Makri, Tsagkanos and Bellas (2014) and by Anginer et al. (2017).

In our study, we also considered foreign ownership of the bank as an important variable in modeling risk in emerging countries. According to GMM first difference estimates, the Dummy (OWNER) variable is negatively and significantly correlated to the 10% threshold with bank NPLs. It appears that foreign banks take less risk than domestic banks. This result contradicts those found by Anginer, Cerutti and Martinez Peria (2017) and Ashraf and Arshad (2017), but confirms the result found by Skrabic Peric et al. (2018). Thus, a high ratio of foreign banks in the banking system is the consequence of a decline in NPLs in the entire system. However, this does not suggest that foreign banks are less risky than domestic banks; this means that banking systems containing a majority of foreign banks become more risk-averse.

All lagged macroeconomic variables are statistically significant and show the expected signs. The lagged variable "Real interest rate" shows a positive and significant relationship at the 5% threshold with the NPLs of Tunisian banks, according to the results of the GMM method in first difference (no significance recorded according to the SGMM method in first difference). This positive sign is predictable through an increase in debt service costs. This finding is justified by the fact that if borrowers benefit from loans at variable rates, they can no longer honor their commitments when the interest rate increases. In other words, a sudden increase in interest rates could weaken the financial situation of borrowers whose loans are contracted at variable rates. This result confirms those found by Tanaskovic and Jandric (2015) and Skrabic Peric et al. (2018).

Fairly consistent with theory, the results of the first-difference GMM estimates confirm a negative and significant relationship at the 5% threshold between the GDP growth rate and NPLs (no significance recorded using the first-difference SGMM method). This expected result is similar to those found by Caprio and Kingebiel (2003), Focack (2005), Jimenez and Saurina (2006), and Khemraj and Pasha (2009). That said, the improvement in the real economy is likely to see a reduction in the NPL portfolios of Tunisian banks.

Concerning the unemployment rate, a positive and significant relationship was found at a level of 10% with the NPL ratio, according to both the DGMM and SGMM methods. This sign was well expected. It confirms the results found by Louzis et al (2012) and Khemraj and Pasha (2009). In fact, unemployed clients are unable to meet their commitments and repay the loans, thus increasing the level of NPLs of banks. Similarly, inflation has led to an erosion of the real repayment value. In this case, the dynamics of the two variables (GDP growth rate and the unemployment rate) are closely linked to households and firms and their ability to meet their financial obligations. An increase in GDP generally reflects greater income flows to households and an in-
crease in the profitability of firms. An increase in the unemployment rate limits the current and future purchasing power of households and is generally related to a decrease in the production of goods and services. Unemployment negatively affects household cash flows and increases the debt burden.

The delayed "Exchange Rate" variable positively and significantly affects the 1% threshold (DGMM) and the 5% rate (SGMM) of NPLs of Tunisian banks. This expected result confirms the one found by Jakubík and Reininger (2013) for European banks and by Dash and Kabra (2010) for Indian banks. It shows that a depreciation of the Tunisian dinar against the US dollar may worsen the country's trade balance, as the prices of imported goods and services will naturally soar in local currency, which could lead to a decline in the purchasing power of the Tunisian consumer.

**Table 2. Descriptive Statistics and Correlation Matrix for Tunisian Banks.**

<table>
<thead>
<tr>
<th>Variable</th>
<th>NPL</th>
<th>INF</th>
<th>TXIN</th>
<th>GDP</th>
<th>TXG</th>
<th>TXCHO</th>
<th>CORR</th>
<th>SIZE</th>
<th>FIN</th>
<th>CAPITAL</th>
<th>ROA</th>
<th>OWNER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obs</td>
<td>186</td>
<td>198</td>
<td>198</td>
<td>198</td>
<td>198</td>
<td>198</td>
<td>188</td>
<td>188</td>
<td>188</td>
<td>188</td>
<td>188</td>
<td>188</td>
</tr>
<tr>
<td>Mean</td>
<td>14.804</td>
<td>4.529</td>
<td>4.640</td>
<td>2.316</td>
<td>1.771</td>
<td>15.209</td>
<td>-0.124</td>
<td>15.058</td>
<td>1006.899</td>
<td>12.550</td>
<td>0.620</td>
<td>0.765</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>13.165</td>
<td>1.116</td>
<td>0.809</td>
<td>1.649</td>
<td>0.443</td>
<td>1.719</td>
<td>0.089</td>
<td>1.538</td>
<td>3451.163</td>
<td>13.149</td>
<td>1.789</td>
<td>0.424</td>
</tr>
<tr>
<td>Min</td>
<td>0</td>
<td>3.240</td>
<td>3.5</td>
<td>-1.917</td>
<td>1.232</td>
<td>12.443</td>
<td>-0.303</td>
<td>11.01</td>
<td>10.11</td>
<td>-1.62</td>
<td>-10.05</td>
<td>0</td>
</tr>
<tr>
<td>Max</td>
<td>77.34</td>
<td>7.307</td>
<td>6.75</td>
<td>4.237</td>
<td>2.646</td>
<td>18.334</td>
<td>-0.036</td>
<td>19.82</td>
<td>28127.86</td>
<td>88.3</td>
<td>3.4</td>
<td>1</td>
</tr>
</tbody>
</table>

| NPL      | 1.0000 |
| INF      | 0.0224 | 1.0000 |
| TXIN     | 0.0146 | 0.7678* | 1.0000 |
| GDP      | 0.0194 | 0.2395* | 0.3461* | 1.0000 |
| TXG      | 0.0220 | 0.6974* | 0.5867* | -0.1843* | 1.0000 |
| TXCHO    | -0.0178 | 0.0961 | -0.4191* | -0.5965* | 0.2087* | 1.000 |
| CORR     | 0.0067 | 0.4220* | -0.0800 | -0.4398* | 0.4811* | 0.8224* | 1.000 |
| SIZE     | 0.3144* | 0.1520* | 0.0801 | -0.0756 | 0.2323* | 0.0929 | 0.1613* | 1.000 |
| FIN      | 0.0989 | -0.1118 | -0.0207 | 0.0312 | -0.1314 | -0.1299 | -0.1709* | 0.1445* | 1.000 |
| CAPITAL  | -0.0347 | -0.1153 | -0.0496 | 0.0241 | -0.1183 | -0.0978 | -0.1574* | 0.3669* | 0.5425* | 1.000 |
| ROA      | -0.5491* | 0.0064 | 0.1051 | 0.0775 | -0.0014 | -0.1751* | -0.1588* | -0.4493* | -0.2081* | -0.2363* | 1.000 |
| OWNER    | -0.4390* | 0.0125 | 0.0047 | -0.0114 | 0.0224 | 0.0132 | 0.0182 | -0.5249* | -0.1402 | -0.1443* | 0.3981* | 1.000 |

Note: * indicate statistical significance at 5%.
Source: Authors' calculations.

**Table 3. The Results of the GMM Estimates of a Dynamic Panel Data Model.**

<table>
<thead>
<tr>
<th></th>
<th>GMM in First Difference</th>
<th>First-Order SGMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>NPL [-1]</td>
<td>0.352***</td>
<td>0.463***</td>
</tr>
<tr>
<td></td>
<td>(0.019)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>ROA</td>
<td>-3.222***</td>
<td>-2.550***</td>
</tr>
<tr>
<td></td>
<td>(-9.49)</td>
<td>(-4.07)</td>
</tr>
<tr>
<td>SIZE</td>
<td>0.498</td>
<td>0.386</td>
</tr>
<tr>
<td></td>
<td>(0.85)</td>
<td>(0.36)</td>
</tr>
<tr>
<td>CAPITAL</td>
<td>-0.358***</td>
<td>-0.278*</td>
</tr>
<tr>
<td></td>
<td>(-4.09)</td>
<td>(-2.00)</td>
</tr>
</tbody>
</table>
As for the lagged variable "Inflation", both dynamic panel estimation methods show the same results: a significant negative correlation at the 1% threshold with problem loans. Inflation can reduce the real income of borrowers when wages are rigid and also allows for the erosion of the real value of repayment. This result is similar to those obtained by Khemraj and Pasha (2009) and Dash and Kabra (2010) and Nkusu (2011).

As an indicator of governance, we used the variable "Corruption". The results of the estimates of the two methods DGMM and SGMM show a positive and significant correlation at the 5% threshold between the lagged variable "Corruption" and the NPLs of Tunisian banks. The sign is well expected. This result contradicts those found by La Porta (1997, 1998) and by Beck, Demirgüç-Kunt and Levine (2005), but confirms the result found by Weill (2009). Thus, corruption could, against all expectations, improve bank lending. Indeed, since adverse selection leads to a restriction of the credit granted, corruption, by facilitating the greasing of the mechanism, increases the quantity of loans granted and thus improves the flexibility of the bank lending process, which will generate greater credit risk and therefore more NPLs.

2. IS THE REVOLUTION ONE OF THE FACTORS EXPLAINING THE VOLATILITY OF TUNISIAN BANKS’ NPLS?

The banking sector was particularly affected by the context of the post-revolution crisis as the ability of Tunisian banks to overcome financial instability has become a major concern. Indeed, they have become extremely vulnerable to any negative shock: economic slowdown, lack of liquidity, drop in investments, increase in bad debts, weak recovery... Thus, the "2011 revolution" is likely to have a significant impact on banks' NPLs. Indeed, due to the national gloomy economic climate and the fallout from the revolution of January 14, 2011, the banking sector is encountering considerable difficulties, particularly in terms of the deteriorating quality of loans and profitability. Thus, and in a second step, we improve our model (2) by introducing a dummy variable "Rev-

<table>
<thead>
<tr>
<th></th>
<th>FIN</th>
<th>0.00156**</th>
<th>0.00107**</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(2.27)</td>
<td>(2.25)</td>
</tr>
<tr>
<td>TXIN (-1)</td>
<td>1.097**</td>
<td>0.265</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.41)</td>
<td>(0.54)</td>
<td></td>
</tr>
<tr>
<td>TXG (-1)</td>
<td>5.065***</td>
<td>4.982**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(4.25)</td>
<td>(2.27)</td>
<td></td>
</tr>
<tr>
<td>TXCHO (-1)</td>
<td>0.619*</td>
<td>0.621*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.81)</td>
<td>(2.01)</td>
<td></td>
</tr>
<tr>
<td>INF (-1)</td>
<td>-2.806***</td>
<td>-1.931***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-6.84)</td>
<td>(-4.25)</td>
<td></td>
</tr>
<tr>
<td>GDP (-1)</td>
<td>-0.525**</td>
<td>-0.249</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-2.18)</td>
<td>(-1.24)</td>
<td></td>
</tr>
<tr>
<td>CORR (-1)</td>
<td>17.17**</td>
<td>20.07**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.68)</td>
<td>(2.62)</td>
<td></td>
</tr>
<tr>
<td>OWNER</td>
<td>-5.669*</td>
<td>-12.47</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-1.84)</td>
<td>(-0.94)</td>
<td></td>
</tr>
<tr>
<td>_CONS</td>
<td>24.55</td>
<td>32.12</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.09)</td>
<td>(1.46)</td>
<td></td>
</tr>
<tr>
<td>Number of observations</td>
<td>186</td>
<td>186</td>
<td></td>
</tr>
<tr>
<td>AR(1) Test. p-value</td>
<td>0.929</td>
<td>0.259</td>
<td></td>
</tr>
<tr>
<td>AR(2) Test. p-value</td>
<td>0.300</td>
<td>0.315</td>
<td></td>
</tr>
<tr>
<td>Number of instruments</td>
<td>18</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>Sargan test (p-value)</td>
<td>0.06</td>
<td>0.143</td>
<td></td>
</tr>
</tbody>
</table>

( ) t of Student
*** Significance at 1%, ** 5%, * 10%
AR(1) et AR(2) are tests of serial correlation of first and second order of Arellano et Bond.
Source: Authors' calculations.
olution" in order to analyze whether or not this crisis is one of the factors that explain the volatility of Tunisian banks’ NPLs.

In Tunisia, the monetary policy adopted after the revolution shows that 2011 is characterized by a liquidity problem and a poor functioning of the payments system. The measures taken were to reduce the reserve requirement rates three times during 2011 in order to ease inflationary pressures, which freed up liquidity (over one billion dinars) for the benefit of the banking system. These measures have most likely succeeded in preventing a "credit crunch", by encouraging credit to the economy.

Thus, in our second model, we add a new variable specific to banks, namely, liquidity risk. The work of Skrabic Peric et al. (2018) which focused on loans granted to foreign banks in CEE countries (Central and Eastern European countries) highlighted the strong correlation between bank liquidity and bad debts. More precisely, the results showed a positive relationship between these two variables. We expect a positive correlation between liquidity risk and NPLs because, in situations where banks have high liquidity, the manager is motivated to increase lending in order to achieve the expected rate of return. In such a situation, bank loans may decrease and therefore create additional risk for the bank.

Our database covers the period before and after the Tunisian revolution (2008-2018). We seek to examine the impact of this crisis on NPLs. This explains the introduction of the variable "Revolution" in model (3) which is as follows:

\[ NPL_{it} = \mu + \gamma NPL_{it-1} + \text{BanksSpecific}_{it} \beta_1 + \text{GovermentIndicator}_{it-1} \beta_2 + \text{Macroeconomic}_{it-1} \beta_3 + \text{Revolution}_{it} \beta_4 + \alpha_i + \epsilon_{it} \]  

(3)

With Revolution\textsubscript{it} is a dummy variable, and \( \beta_4 \) is the coefficient of this variable. We also introduce liquidity risk as a new variable specific to banks into this model. To estimate the model (3), we will use the SGMM method. The results are shown in Table (4). Estimates show that the liquidity risk has a positive and significant correlation at 10% threshold with the NPLs of Tunisian banks. This sign is expected. It corroborates the results found by Skrabic Peric et al. (2018). Tunisian banks which have high liquidity and which should justify the cost of their resources can be encouraged to accept riskier projects (Anginer et al., 2017).

The variable "Revolution" presents a positive though not significant relationship with the NPLs of Tunisian banks based on the estimation results of SGMM model. In order to examine the robustness of these results, and particularly to assess the effect of the revolution on the volatility of the NPLs of Tunisian banks, we decomposed the sample into two sub-samples: pre-revolution period and post-revolution period. The results, shown in Table (4) suggest that the ROA and the ownership structure negatively and significantly affect the NPLs of the banks in the two periods, while the capital affects them positively. In the post-revolution period, the contributions of the unemployment rate and the GDP are significant (negative and significant coefficients respectively at the 10% and 5% thresholds), while that of other macroeconomic factors is not significant. In the same period, the size and the liquidity risk explain the volatility of NPLs with negative and significant coefficients at the 10% thresholds.

During the pre-revolution period, the results show that the exchange rate positively and significantly affects the NPL level at the 10% threshold. It appears that bank-specific factors explain well the volatility of NPLs, especially in the post-revolution period.

3. NPL TRENDS, THEIR MACROECONOMIC AND GOVERNANCE EFFECTS AND THE REVOLUTION EFFECT

This section explores the feedback effects of the banking sector on the real economy. In particular, we will focus on the relationship between the NPLs of Tunisian banks, other macroeconomic and governance factors and the revolution factor. Assessing these relationships in terms of causality, magnitude and duration could shed light on the macro-financial vulnerabilities that are associated with the recent NPL volatility in Tunisia.

We present, in what follows, the empirical estimation methodology that we have chosen for this analysis, namely, VAR panel model (PVAR), then we discuss the results obtained.

3.1. Empirical Estimation Methodology

The PVAR methodology is a useful tool for assessing the magnitude and duration of effects. This technique combines the traditional VAR approach, which considers all variables in the system as endogenous, with the panel data approach which considers unobserved individual heterogeneity. The advantage of this methodology is that it does not require any assumptions about the direction of the feedback between the variables in the model. The PVAR model of Binder, Hsiao and Pesaran (2005) and its expansion introduced by Sigmund and Ferstl (2019) is as per the following:

\[ y_{it} = \mu + \sum_{j=1}^{p} A_j y_{i,t-1} + \epsilon_{it} \]  

(4)

where \( y_{it} \in \mathbb{R}^{m} \) is a vector \((m \times 1)\) of endogenous factors for the I-th cross-sectional unit \((I = 1, 2, ..., N)\) at time \((t = 1, 2, ..., T)\), \( \epsilon_{it} \in \mathbb{R}^{m} \) is a vector \((m \times 1)\) of irritations \((\mu_i)\) is a vector \((m \times 1)\) of explicit individual impacts, and \( p \) is the carryover length of the PVAR model. Stationarity requires that all the units underlying the model’s foundations lie within the unit circle. Boundary homogeneity is expected for the \((m \times m)\) frame of \( A_i \). A PVAR model is thus a mixture of a dynamic soliton condition map model (DPM) and a vector autoregressive model (VAR).

Applying the principal contrast change to condition (4), we get:

\[ \Delta y_{it} = \sum_{j=1}^{p} A_j \Delta y_{i,t-1} + \Delta \epsilon_{it} \]  

(5)

Where \( \Delta \) alludes to the administrator of the primary contrast.

As per Binder et al (2005), the second conditions for slacked endogenous factors and foreordained factors are:

\[ E[\Delta \epsilon_{i,t}, y_{t-1}^T] = 0 \]  

(6)

with \( j \in \{1, ..., T - 2\} \) and \( t \in \# \Delta \). Stacking on t, Eq (5) is composed as:

\[ \Delta Y_t = \sum_{j=1}^{p} \Delta Y_{t,j} A_t^j + \Delta E_t \]  

(7)
Where $\Delta Y$, $\Delta a$, and $\Delta E$ are frameworks ($(T - 1 - p) \times m$). Along these lines, the states of stacked minutes for every I are as per the following:\footnote{The main contrast change exists for $t \in \{p + 2, \ldots, T\}$: We assign the arrangement of lists $t$, for which the change exists by $\hat{\Delta}$. The utilization of the foreseen symmetrical change of Arellano and Bover (1995) delivered subjectively comparable outcomes to those introduced underneath.}

$$E[q_t^T(\Delta a)] = 0 \quad (8)$$

Where $q_t$ is the stacked type of $q_i$, with $q_{i,t} = (y_{i,t-p-1}, y_{i,t-p-2}, \ldots, y_{i,t})$ for $t \in \{p + 2, \ldots, T\}$ and

$$q_{i,t} = \begin{pmatrix} q_{i,p+2}^T & 0 & \ldots & 0 \\ 0 & q_{i,p+3}^T & 0 & \ldots \\ 0 & 0 & 0 & \ldots \end{pmatrix} \quad (9)$$

According to the second condition (7), the minimization issue is:

$$\min \sum_{i=1}^N z_i^T(\Delta Y - \left[ \Delta Y_i \right]a)^T A_i^{-1} \sum_{i=1}^N z_i^T(\Delta Y - \left[ \Delta Y_i \right]a) \quad (10)$$

Where $a$ gives model appraisals (5) utilizing the summed up technique for minutes (GMM) and $A_i$ is the weighting grid dependent on the one-venture assessment method of Binder et al. (2005)\footnote{See likewise the nitty gritty specialized conversation in Sigmund and Ferest (2019).}. The decision of the ideal weighting lattice decreases the asymptotic inclination in the assessment. Fixed impacts are wiped out by actualizing first contrasts.

In our PVAR model, there are 8 endogenous variables so that the vector $Y_{it}$ is given by:

$$Y_{it} = [NPL_{it}, GDP_{it}, INF_{it}, TXCHO_{it}, TXIN_{it}, TXG_{it}, CORR_{it}, Revolution_{it}]$$

NPL, GDP, INF, TXCHO, TXIN, TXG, CORR, and Revolution are stationary at level, on the other hand, the variables $\Delta Y$ is the stacked type of $y_{it}$, with $\Delta Y_{it} = (\Delta Y_{it} \Delta a)$ for $t \in \{p + 2, \ldots, T\}$ and

$$\Delta Y_{it} = \begin{pmatrix} \Delta Y_{i,p+2}^T & 0 & \ldots & 0 \\ 0 & \Delta Y_{i,p+3}^T & 0 & \ldots \\ 0 & 0 & 0 & \ldots \end{pmatrix} \quad (11)$$

Table 4. Results of SGMM Estimates (Revolution Effect).

<table>
<thead>
<tr>
<th></th>
<th>First-order SGMM</th>
<th>Pre-revolution Period</th>
<th>Post-revolution Period</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NPL</td>
<td>NPL</td>
<td>NPL</td>
</tr>
<tr>
<td>NPL (-1)</td>
<td>-0.333</td>
<td>0.754***</td>
<td>0.818***</td>
</tr>
<tr>
<td></td>
<td>(-0.91)</td>
<td>(27.90)</td>
<td>(7.26)</td>
</tr>
<tr>
<td>RL</td>
<td>0.088*</td>
<td>0.020*</td>
<td>-0.045*</td>
</tr>
<tr>
<td></td>
<td>(3.02)</td>
<td>(2.34)</td>
<td>(-2.30)</td>
</tr>
<tr>
<td>ROA</td>
<td>-3.171***</td>
<td>-0.803*</td>
<td>-1.998**</td>
</tr>
<tr>
<td></td>
<td>(-4.42)</td>
<td>(-3.04)</td>
<td>(-2.39)</td>
</tr>
</tbody>
</table>

Number of observations: 168; 80; 88

AR(1) Test, p-value: 0.043; 0.102; 0.097

AR(2) Test, p-value: 0.284; 0.156; 0.919

Number of instruments: 19; 15; 18

Sargan test (p-value): 0.458; 0.098; 0.086

Before estimating the VAR panel, a number of precautions relating to panel data and VAR models are taken. First, the stationarity of the variables is examined by the IPS test. This test is preferred over the others because Hurlin and Mignon (2007) show that it is convergent when $T$ is low ($T$ less than 30). Table (5) shows that the variables GDP, TXCHO and Revolution are stationary at level, on the other hand, the variables NPL, INF, TXIN, TXG and Corruption are integrated of order 1. To avoid a fallacious regression, it is necessary to
perform the cointegration test in order to highlight the presence or absence of a long-term relationship between the variables. Thus, the Kao test was performed because it provides a better result for panels of reduced time dimension according to Hurlin and Mignon (2007). The results suggest an absence of cointegration in the model at the 5% threshold.

In addition, as with standard VARs, estimating the VAR panel requires determining the optimal lag before specifying the model. To do this, several criteria are used in the literature. In some studies such as those by Boubtane et al. (2010) and Carstensen et al. (2009), the optimal lag is determined based on the LM test (Lagrange multiplier). Others, in contrast, use the Akaike and Schwarz criteria to determine the optimal lag as in standard VARs (Miller et al., 2011). Based on the literature, the Akaike and Schwarz criteria are used to determine the optimal lag. Table (6) shows the two information criteria used for different lags of the VAR model.

Table 5. The Results of IPS Tests.

<table>
<thead>
<tr>
<th>Variables</th>
<th>IPS Level Test Calculated Value</th>
<th>IPS test in first difference Calculated Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>NPL</td>
<td>-0.82099</td>
<td>-1.23167</td>
</tr>
<tr>
<td>ΔGDP</td>
<td>0.3453***</td>
<td>0.1244***</td>
</tr>
<tr>
<td>ΔINF</td>
<td>0.80423</td>
<td>-0.87506</td>
</tr>
<tr>
<td>TXCHO</td>
<td>-3.04687***</td>
<td>-1.44789*</td>
</tr>
<tr>
<td>TXIN</td>
<td>2.39295</td>
<td>-0.17291</td>
</tr>
<tr>
<td>TXG</td>
<td>13.9680</td>
<td>2.89644</td>
</tr>
<tr>
<td>CORR</td>
<td>-1.08166</td>
<td>-0.51168</td>
</tr>
<tr>
<td>Revolution</td>
<td>1.2688*</td>
<td>0.6416*</td>
</tr>
</tbody>
</table>

*stationary at threshold 1%, *** stationary at threshold 10%.

Table 6. The Information Criteria of Akaike and Schwarz.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>VAR(1)</th>
<th>VAR(2)</th>
<th>VAR(3)</th>
<th>VAR(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Akaike</td>
<td>34.909</td>
<td>34.600*</td>
<td>34.608</td>
<td>34.635</td>
</tr>
<tr>
<td>Schwartz</td>
<td>35.917*</td>
<td>36.472</td>
<td>37.344</td>
<td>38.236</td>
</tr>
</tbody>
</table>

We note that the two criteria do not lead to the same results. We will limit ourselves to the Akaike criterion and therefore choose the number of lags equal to 2, since these information criteria reach their minimum when the lag is equal to 2.

The dynamic behavior of this model is evaluated using impulse response functions that describe the reaction of one variable in the system to an innovation of another variable, while keeping all other shocks constant. Confidence intervals are generated by Monte Carlo simulations. Generally, orthogonal shocks in the VAR model are identified by the Cholesky decomposition which implies that the variables appearing first in the equation are considered more exogenous than those appearing later in the model, suggesting that they affect subsequent variables simultaneously and with a delay; whereas the variables at the end of the equation affect the first variables only with a delay. However, in our study, to examine the response of one (endogenous) variable to an impulse in another (endogenous) variable, we rely on the Generalized Impulse Response Functions (GIRF) of Pesaran and Shin (1998). Unlike Orthogonalized Impulse Response Functions (OIRF), where the shocks underlying the model are orthogonalized using the Cholesky decomposition before calculating the impulse responses, the GIRFs are not affected by the order of the variables in the PVAR model and take full account of the historical correlation models observed between the different shocks. The justification of GIRFs compared to OIRFs is twofold. First, the theoretical framework for this component of the empirical literature is limited at best, and second, the large number of variables we use make proper sequencing almost impossible.

3.2. Discussion of Estimation Results

The PVAR approach will allow us to examine both the NPLs of Tunisian banks and a number of factors. In particular, we consider a PVAR model which contains a governance variable (corruption) and macroeconomic variables (GDP, real interest rate, inflation rate, unemployment rate and exchange rate), without forgetting the “Revolution” variable which is a dummy variable in our model. In the following, the impulse responses are examined and the variance decomposition.

It should be remembered that the objective through the specification of the PVAR model is to carry out impulse analyzes to better understand the reaction of NPLs following shocks on inflation, the real interest rate, GDP, the exchange rate, unemployment, corruption and revolution. The impulse response functions are taken directly from the dynamic multipliers. They inform us, on the one hand, about the directional evolutions of the variables, and, on the other hand, about the magnitude of these deviations. The analysis of the impulse response functions makes it possible to measure the impact of a shock on the model variables and to outline the effect of an innovation shock on the current and future values of the variables (Fig. 2).

NPL RESPONSE TO SHOCKS OF OTHER VARIABLES

The results analysis of the impulse response functions shows that the shocks undergone by the variables are not transient, because the variables do not find their long-term equilibrium after the 10 periods and even seem to find a new equilibrium path. We can note that an increase in the exchange rate first decreases the level of NPLs of Tunisian banks, which reaches its maximum drop during the second year. A positive

---

3 Test proposed by Im, Pesaran and Shin (IPS) in a series of contributions (1997, 2002 and 2003). These authors were the first to develop a test allowing under alternative hypothesis not only a heterogeneity of the autoregressive root, but also a heterogeneity as for the presence of a unit root in the panel.

4 See Holden, Natvik and Vigier (2018) for an equilibrium theory that takes into account the possibility that ratings affect the performance of assessed objects.

5 Granger causality tests in our PVAR model (available on request) do not provide clear guidance on the order of variables as they indicate bidirectional causality.
shock to the exchange rate immediately and negatively affects NPLs. A positive shock on the inflation rate and the real interest rate produces negative effects that are not immediate on the level of NPL which decreases and reaches its

Fig. (2). The impulse response functions.

Table 5. Decomposition of the Variance of Forecast Errors.

<table>
<thead>
<tr>
<th>NPL</th>
<th>Horizon</th>
<th>NPL</th>
<th>INF</th>
<th>GDP</th>
<th>TXCHO</th>
<th>TXIN</th>
<th>TXG</th>
<th>CORR</th>
<th>Revolution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>99.9987</td>
<td>1.71562</td>
<td>0.00123</td>
<td>37.59406</td>
<td>0.22614</td>
<td>0.21983</td>
<td>0.3534</td>
<td>0.34818</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>99.9641</td>
<td>49.5188</td>
<td>0.03583</td>
<td>21.83351</td>
<td>6.00332</td>
<td>0.28238</td>
<td>0.64793</td>
<td>0.48784</td>
</tr>
</tbody>
</table>
minimum level in 9 periods, then it stabilizes on a new equilibrium path. The reaction of the NPL level to a shock to GDP growth is not immediate. From the first year, the growth rate decreases sharply and reaches its minimum level in the second period. As for the effect of the positive shock of corruption on the level of NPLs, we can see from the graphs below that it is positive and immediate. The NPL level rises sharply over the first three periods and then stabilizes at a positive equilibrium path. The reaction of the NPL level to a shock to the unemployment rate is not immediate and does not show a significant impact. As for the effect of the positive shock of the revolution on the NPL level, we note that it is significant and negative; this effect records a recovery from the third year to stabilize at a negative equilibrium path.

THE DECOMPOSITION OF THE VARIANCE OF FORECAST ERRORS

The decomposition of the variance makes it possible to understand the direction and the magnitude of the evolution of a system through the expected forecast deviations, that is to say the extent to which the variables interact with each other (Bourbonnais, 2003). In addition, the variance decomposition allows an analysis on the contribution of each innovation to the total variance of the forecast error. In other words, it gives an idea of the importance of each variable in the model (Table 5).

The results presented in Table (5) indicate that the variance of the forecast error of NPL is 99% due to its own innovations, 97% to inflation and 93% to real interest rate. Corruption explains only 2.21% of the variance of NPL forecast error, while the revolution explains only 0.53% of the latter.


The new coronavirus crisis (COVID-19) broke out in China and soon became a health crisis. The stock markets experienced several shockwaves from February 2020, as financial volatility continued to rise amid COVID-19 uncertainty (Albulescu, 2020). Due to the COVID-19, the economy suddenly came to a halt. This is likely to result in high levels of NPLs. High levels of these loans are problematic as they deteriorate bank balance sheets, slow credit growth and delay economic recovery (Aiyar et al., 2015; Kalemli-Ozcan et al., 2015). The persistence of high NPL ratios was a concern in several countries after the 2008-2012 crisis, and the COVID-19 pandemic may cause the NPL problem to re-emerge. So how can Tunisian banks navigate the post-COVID-19 NPL landscape?

Although the economic impacts are very difficult to measure at this stage of the COVID-19 health crisis, Tunisian banks will now face a big problem that is just as serious as the decline in net banking income and customer deposits: the significant weight of unpaid debts which will undermine their cash flow. In other words, the concern lies in the fact that the current health crisis, the duration of which is difficult to predict, will affect the repayment capacity of customers, with the consequence of worsening the quality of loan portfolios as well as that of the profitability of Tunisian banks (Ben Gamra, 2020).

Prior to the COVID-19 health crisis, bad debts already accounted for 20-24% of GDP, making the Tunisian banking system among the most targeted by NPL in the world. After this severe health crisis, the financial profiles of banks will deteriorate considerably. Indeed, Tunisian banks were already grappling with a significant asset weight problem. At the end of 2019, NPLs represented on average 14% of total loans and provision coverage only 55% (Global Ratings and Central Bank of Tunisia, 2020). Thus, the increase in the levels of provisions to be reported as provided for by the circular of the Central Bank of Tunisia (BCT) and the decrease in net banking income will generate losses for the banks. These losses will reduce their equity and therefore their solvency, which will affect their ability to raise capital in order to continue to finance the economy.

In addition, S&P Global Ratings estimates that Tunisian banks will experience a significant negative effect on their financial profiles in 2020, namely on their profitability, as the country faces a recession linked to the COVID-19 pandemic and government containment measures. Fig. (3) presents the interaction between NPL volatility and the ROA of 11 Tunisian banks before and after COVID-19. It shows that the level of banks’ NPL is very volatile, which was already the case prior to COVID-19, and that the ROA is quite stable over this period. During the post-COVID-19 period, this figure shows volatility and a drop in the ROA of Tunisian banks, confirming the fact that COVID-19 has a negative impact on their profitability. The IMF estimates that the Tunisian economy will contract by 4.3% in 2020, followed by a weak recovery in 2021. In our opinion, this will exacerbate the banks’ asset quality problems and put further pressure on their already weak capitalization. In the absence of any regulatory forbearance measure, we believe that some Tunisian banks will be in
deficit in 2020, which will further worsen their already weak capitalization. If banks take charges in advance and fully fund existing and additional NPLs, it could wipe out half or two-thirds of total banking system equity (assuming an increase in NPLs to 19-22% of total loans). This would be equivalent to three to five years of profitability based on the operating profit before provisions of 2019 of the ten leading Tunisian banks. Indeed, the Tunisian authorities could push for the associated reforms and obtain the support of foreign donors, such as neighboring countries. For example, the World Bank has financed several financial reform programs in Egypt, including one in 2006 that specifically aimed to consolidate the banking system by reducing the number of institutions by nearly two-thirds and by merging two public banks.

The BCT introduced several measures to help banks deal with the effects of the crisis, including an automatic delay in debt service payments for retail customers and payment moratoriums for businesses. In our view, these measures do not remove credit risk from banks' balance sheets and will ultimately delay recognition of problematic assets. We therefore expect the cost of risk to increase slightly in 2020 and again in 2021, due to exposure to retail, tourism, some export industries and real estate. Tunisian bank's credit losses will soar.

Regulatory forbearance will allow banks to operate in the current environment and make arrangements at a slower pace. This approach was generally adopted by the Tunisian authorities during previous shocks (notably the tourism crisis in 2001). If banks take upstream costs and fully provision existing and additional NPLs, the result would be a large provisioning gap, which we estimate to be around half or two-thirds of total banking system capital. This would be equivalent to three to five years of profitability based on the operating income before provisions for 2019 of the top ten Tunisian banks. In addition, the banking system would need a significant increase in capitalization in the next 12-24 months, but we believe that the government and foreign shareholders do not have the appetite to inject additional capital. This is due to the government's limited latitude and the exit plans of a number of foreign shareholders.

While we believe that Tunisian banks will remain highly vulnerable to the deteriorating environment in the absence of such reforms, we do not see a significant failure risk of rated entities over the next 12 months. Some Tunisian banks have already been authorized to operate with negative equity in the past. The BCT is committed to injecting additional liquidity if necessary. In fact, it has injected nearly one billion Tunisian dinars (TND) ($346 million) since the start of the COVID-19 pandemic. The financing profiles of Tunisian banks remain dominated by deposits and local financing instruments. The system's external debt - 15.5 billion Tunisian dinars as of November 30, 2019, i.e. 12% of the total liabilities of the system as of the same date - consists mainly of deposits from non-resident customers in convertible Tunisian dinars or in foreign currencies and of some lines from multilateral lending institutions (MLIs). The first generally belong to clients with economic interests in Tunisia (either offshore companies or Tunisian expatriates). We therefore do not expect volatility or significant capital outflows. MLI lines are generally covered by a parental guarantee (if the parent company is a foreign bank) or a final government guarantee (for lines granted to certain Tunisian public sector banks).

Tunisian banks have never been active in international capital markets or attracted a significant volume of wholesale external financing. Some offshore companies are expected to use part of their Tunisian dinar deposits to cover local costs amid declining turnover.

CONCLUSION

In recent years, the Tunisian banking system has encountered considerable difficulties due to under-capitalization, poor asset quality and insufficient provisions made to cover the default risk. The rapid growth in the NPL level of Tunisian banks not only increases the vulnerability of these banks to possible shocks, but it also limits their lending operations with greater repercussions on economic activity. The purpose of this article is to study the factors that explain the volatility of NPLs in a time of crisis. The study focused on a sample of eighteen Tunisian banks observed during the period 2008-2018.

In the first part of our study, we examined the extent to which the volatility of NPLs by Tunisian banks could be explained by macroeconomic, governance, and bank-specific indicators. The use of the two dynamic approaches, DMMG and SMMG, shows that GDP growth and the inflation rate have a negative impact on banks' NPLs, while the real interest rate, the unemployment rate, the exchange rate, and corruption have a positive impact. It is now clear that the deterioration of the economic situation is at the heart of the volatil-
ity of Tunisian banks’ NPLs. As a result, banks need to actively monitor changes in macroeconomic risk factors by integrating stress tests into their risk management systems to ensure that they would remain resilient in the event of an extraordinary macroeconomic shock. Moreover, this analysis is also relevant for macroprudential policy, which can limit credit risk by acting on several of these variables. As for bank-specific variables, our results show that size and financing have a positive impact on the NPLs of Tunisian banks, while ROA and capital have a negative impact. The obtained results affirm that Tunisian banks should pay much more attention and importance to several factors when granting loans, in order to break the spiral of indebtedness and minimize the level of classified claims, in particular and the overall level of bad debts. To do this, and since the causes of these problems are multiple and are of a micro and macroeconomic nature, it is necessary to implement restructuring programs in the banking sector, especially in terms of governance, a set of measures aimed at consolidating banks’ own funds and strengthening prudential rules.

By introducing the variable “Revolution” into our model, estimates show firstly that the liquidity risk has a positive and significant correlation with the NPLs of Tunisian banks, and secondly that the variable "revolution" presents a positive though not significant relationship with these. In the third section, we have tried to explore the feedback effects of the banking sector on the real economy. The results analysis of the impulse response functions show that the effect of the positive shock of the revolution on the NPL level is significant and negative; this effect records a recovery from the third year to stabilize at a negative equilibrium path. Although the impact of the revolution on the NPL level is insignificant, the management of deficiencies and financial regulation are essential for strengthening the financial system. The banking system must go back to a regulated mode of operation and recover its original functions. Restoring confidence in the system requires from regulatory or public authorities to take precise, clear and coordinated measures at the international level. It seems necessary to restore the banking system to its true mission, which is the financing of the real economy, and to adopt new rules allowing greater efficiency and better coordination of the supervisory bodies. The rapid implementation of this regulation is necessary to restore confidence to the various market players.

In the fourth section, we presented a descriptive study of the impact of the novel COVID-19 health crisis on the NPLs of Tunisian banks, since it is difficult today to measure this impact via econometric models given the few data available in Tunisian banks. We have shown that the COVID-19 crisis explains the volatility of the NPLs of Tunisian banks. Indeed, the latter are now facing a major problem, just as serious as the drop in net banking income and customer deposits: the significant weight of unpaid debts which will undermine their cash flow. In other words, the concern lies in the fact that the current health crisis, the duration of which it is difficult to predict, will affect the repayment capacity of customers, with the consequence of deteriorating the quality of loan portfolios as well as that of the profitability of Tunisian banks.

There are some forces that are conducive to solving NPLs. For example, the COVID-19 pandemic is not a crisis caused by the credit boom. If the economic downturn turns out to be temporary, many post-COVID-19 NPLs could be about viable illiquid businesses, rather than non-viable zombie businesses. Banks around the world have entered the COVID-19 pandemic with higher average capital ratios than during the 2008 crisis. The recently introduced IFRS 9 accounting standards may induce faster recognition of NPLs, and thus a resolution, thanks to their forward-looking nature (although a too rapid recognition of NPLs may also limit bank lending in times of recession).

Anticipation of future NPL levels is essential in formulating strategies for NPL resolution. It is tempting to use pre-crisis NPL levels to anchor these forecasts. Yet pre-crisis NPL levels are not a good indicator of post-crisis non-performing loan problems. After a crisis, NPLs increase up to three times their pre-crisis values on average, and more than ten times in extreme cases. It would then be necessary to be able to draw lessons from previous crises for the resolution of NPLs after COVID-19.
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